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What is data integration?

e Data integration: to provide unified access to data residing in multiple,

autonomous data sources

o Data warehouse: create a single store (materialized view) of data from
different sources offline. Multi-billion dollar business.

o Virtual integration: support query over a mediated schema by applying
online query reformulation. E.g., Kayak.com.

e Inthe Resource Description Framework: different names for similar concepts
o Knowledge graph is equivalent to a data warehouse. Has been widely
used in Search and Voice

o Linked data is equivalent to virtual integration



What is data integration?

e Heterogeneity everywhere
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Why is data integration hard?

Data Extraction

WikiData

o Different ways to express the same classes and J
| Anahi ¢ seeranc Anahi Puente (o604 Schema Alignment J

attributes

e Heterogeneity everywhere {

Actress Music Department | Soundtrack = P g
Mexican singer-songwriter and actress
_ Mia
Anahi was born in Mexico. She's had roles in Tu y Yo, in

which she played a 17 year old girl while she was 13, and
Vivo Por Elena, in which she played Talita, a naive and
innocent teenager. Anahi lives with her mother and sister Language Label
name Marychelo. She hopes to become a fashion designer
one day, and is currently pursuing a career in singing.

See full bio » Chinese PR - 5 BT

May 14, 1982 in Mexico City, Distrito Federal, Mexico Spanish Anahi Puente

~ In more languages “°"eure

Entity Linkage

English Anahi Puente

Canla;\‘ meositora y actriz mexicana

More at IMDbPro » ~ 1 reference

. Contact Info: View manager imported from

date of birth & 7 November 198{

Data Fusion J

+ add value




Why is data integration hard?

e Heterogeneity everywhere

O

Anahi | ¢ seranc | | Anahi Puente) 604

Actress Music Department | Soundtrack

Anahi was born in Mexico. She's had roles in Tu y Yo, in
which she played a 17 year old girl while she was 13, and
Vivo Por Elena, in which she played Talita, a naive and
innocent teenager. Anahi lives with her mother and sister
name Marychelo. She hopes to become a fashion designer
one day, and is currently pursuing a career in singing.

See full bio »

Born: May 14, 1982 in Mexico City, Distrito Federal, Mexico

More at IMDbPro »
. Contact Info: View manager

Different references to the same entity

WikiData
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Why is data integration hard?

e Heterogeneity everywhere

o Data Extraction
o Conflicting values

\ 2

Schema Alignment J

| Anahi ¢ seerane Anahi Puente (604

Actress Music Department | Soundtrack

Mexican singer-songwriter and actress
Mia

Anahi was born in Mexico. She's had roles in Tu y Yo, in
which she played a 17 year old girl while she was 13, and
Vivo Por Elena, in which she played Talita, a naive and
innocent teenager. Anahi lives with her mother and sister Language Label
name Marychelo. She hopes to become a fashion designer
one day, and is currently pursuing a career in singing.

See full bio » Chinese PN E - 5 545 NO ¢ on defined
BornI May 14, 1982 Iw Mexico City, Distrito Federal, Mexico Spanish Anahi Puente Canta mpositora y actriz mexicana
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Importance from a practitioner’s point of view

e Entity linkage is indispensable whenever

integrating data from different sources { DElE! el

e Data extraction is important for integrating non-

e Datafusionis necessary in presence of SChemaAhgnment

erroneous data @

e Schema alignmentis helpful when integrating {

relational data, but not affordable for manual work Entity Linkage

if we integrate many sources @

Data Fusion

relational data J

)




Two main types of Machine Learning

e Supervised learning: learn by examples
e Unsupervised learning: find structure w/o examples

Supervised Learning  Unsupervised Learning

classification or

- clustering
categorization

dimensionality

regression :
9 reduction

Continuous Discrete




DI & ML as synergy

e ML for effective DI: AUTOMATION
o Automating DI tasks with training data
o Better understanding of semantics by neural network

e DI for effective ML: DATA
o Create large-scale training datasets from different sources
o Cleaning of data used for training
o Referto the Data Curation lecture earlier



Many systems where DI & ML leverage each other
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Increasing number of systems in industry and
academia.



Example system: Product Graph [Dong, KbD’18]

Graph : Graph Embedding Recommen-
Applicationx Generation dation

Search, QA,
Conversation

Product Graph
Graph _
Construction Schema Entity Knowledge
Knowledge Mapping Resolution Cleaning
Cleaning

Knowledge
Collection

Ontolo Ingestion Web Catalog
&Y 8 Extraction Extraction




Data integration overview

e Entity linkage: linking records to entities; :
Data Extraction

L 2

indispensable when different sources exist { j
important when non-relational data exist { Schema Alignment j

e Data extraction: extracting structured data;

e Data fusion: resolving conflicts; necessary in

Entity Linkage

. 2

Data Fusion

presence of erroneous data

e Schema alignment: aligning types and

attributes; helpful when different relational

schemas exist




Today’s agenda

e Partll. ML for DI
o ML for entity linkage

Data Extraction

| |

¥
{ Schema Alignment }
| |
| |

. 4

Entity Linkage

X 2

Data Fusion




What is entity linkage?

e Definition: Partition a given set R of records, such that
each partition corresponds to a distinct real-world entity.

Are they the same entity?
IMDB

l ﬁ Anahi 4f SEE RANK

Anahi was born in Mexico. She's had roles in Tu y Yo, in
which she played a 17 year old girl while she was 13, and
Vivo Por Elena, in which she played Talita, a naive and
innocent teenager. Anahi lives with her mother and sister
name Marychelo. She hopes to become a fashion designer
one day, and is currently pursuing a career in singing.

See full bio »

Born: May 14, 1982 in Mexico City, Distrito Federal, Mexico

More at IMDbPro >
. Contact Info: View manager

WikiData
Anahi Puente (Q169461)

Mexican singer-songwriter and actress
Mia

~ In more languages “°™eue

Language Label Description

English Anahi Puente Mexican singer-songwriter and actress
Chinese FlmE - 1 B4

Spanish Anahi Puente Cantante, compositora y actriz mexicana
date of birth & 7 November 1983 2 edit

~ 1 reference
imported from Italian Wikipedia

+ add reference

+ add value




Quick tour for entity linkage

e Blocking: efficiently create small blocks
of similar records

{ Pairwise Matching J

Clustering J




Quick tour for entity linkage

e Pairwise matching: compare all record

pems EEE S

pairs in a block { Blocking J
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Quick tour for entity linkage

® Clustering: group records into entities

Blocking J

\ 4

Pairwise Matching




50 years of entity linkage

Rule-based and stats-based

S . .
e Blocking: eg,same name upervised learning

e Random forest for matching

® Matching: eg., avg similarity of F-msr: >95% w.~1M labels
attnbute; values . e Active learningfor blocking & matching
e Clustering: eg, transitive F-msr: 80%-98% w.~1000 labels
closure, etc.
~2000 (Early ML) 2018 (Deep ML)
1969 (Pre-ML) ~2015 (ML) L
Sup / Unsup learning Deep learning
e Matching: Decision tree, SVM e Deeplearning
F-msr: 70%-90% w. 500 labels e Entityembedding

® Clustering: Correlation clustering,
Markov clustering



Rule-based solution

Rule-based and stats-based

® Blocking:eg,same name e [Fellegi and Sunter, 1969]
e Matching: eg, avg similarity of
attribute values o Match: Sim(r, r’) >0
e Clustering: eg, transitive h
closure, etc. o Unmatch: sim(r, r’) < 6,
T— o Possible match:

1969 (Pre-ML) 0 <sim(,r)< 0O,



Early ML models

~2000 (Early ML)

F

Sup / Unsup learning

Matching: Decision tree, SVM
F-msr: 70%-90% w. 500 labels
Clustering: Correlation clustering,
Markov clustering

e [Kopcke et al, VLDB'10]
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Collective entity resolution: beyond pairs

Collective reasoning across
entities.

Constraints across entities:

O

O

O

Aggregate constraints
Transitivity, Exclusivity
Functional dependencies

Use of probabilistic graphical

models, etc., to capture such
domain knowledge
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Classic ML models [pong, kpp'18]

: . e Features: attribute similarity measured in
Supervised learning

e Random forest for matching various ways. E,g_,
F-msr: >95% w. ~1M labels . . .
e AL for blocking & matching o String sim: Jaccard, Levenshtein
F- . %-98% w. ~1 . . : :
lal;"esl; 80%-98% w. ~1000 o Number sim: absolute diff, relative diff
®¢ ML models on Freebase vs. IMDb
~2015 (ML) o Logistic regression: Prec=0.99,

Rec=0.6
o Random forest: Prec=0.99, Rec=0.99



Classic ML models [pong, kpp'18]

Supervised learning e Expt1.IMDb vs. Freebase

e Random forest for matching o Logistic regression: Prec=0.99, Rec=0.6
F-msr: >95% w. ~ 1M labels

e AL for blocking & matching o Random forest: Prec=0.99, Rec=0.99
F-msr: 80%-98% w. ~1000 Recall for 99% Precision vs. Training Data Size (log10)
Iabels ® randomSample ® randomSample_logReg

1 ° o ® ®
~2015 (ML) o
0.7 3
0.6 e »——0—o
i 0.5 o
0.4
0.3
0.2
0.1
0
2 2.5 3 3.5 4 4.5 5 5.5 6 6.5

Training size (log 10)



Classic ML models [pong, kpp'18]

: . e Features: attribute similarity measured in
Supervised learning

e Random forest for matching various ways. E,g_,
F-msr: >95% w. ~ 1M labels . .
e AL for blocking & matching O name sim: Jaccard, Levenshtein
F-msr: 80%-98% w. ~1000 : : : :
lal;"esl; W o age sim: absolute diff, relative diff
e ML models on Freebase vs. IMDb
~2015 (ML) o Logistic regression: Prec=0.99, Rec=0.6

o Random forest: Prec=0.99, Rec=0.99
o XGBoost: marginally better, but sensitive

to hyper-parameters



Classic ML models [pong, kpp'18]

: : e Expt2.IMDbvs. Amazon movies
Supervised learning

e Random forest for matching o 200K labels, ~150 features
F-msr: >95% w. ~1M labels

e AL for blocking & matching o Random forest: Prec=0.98, Rec=0.95
F-msr: 80%-98% w. ~1000 Precision-Recall
labels -
~2015 (ML) 075 ]

0.70 1
0.65 -
0.60 4
0.55 1
0.50 -
045 4

01 Ready for production, except

0z requiring a lot of labels
0.15

0.05 4 - Precision-Recall curve
0.00

Precision

050 055 060 065 070 075 080 08 090 095
Recall



Classic ML models [pong, kpp'18] =

. | Magellan
Supervised learning e Falcon: apply active learning both for
e Random forest for matching blocking and for matching; ~1000 labels
F-msr: >95% w. ~ 1M labels
e AL for blocking & matching
F-msr: 80%-98% w.~1000 | Dataset ||2>CCUracy (%) Cost
labels P R F (# Questlons)
Products || 90.9 | 74.5 | 81.9 $57.6 (960)
~2015 (ML) Songs 96.0 | 99.3 [97.6 |  $54.0 (900)
Citations |[ 92.0 | 98.5 | 95.2 | $65.5 (1087)




Classic ML models [pong, kpp'18]

Supervised learning e Apply active learning to minimize #labels

e Random forest for matching

F-msr: >95% w. ~ 1M labels Recall for 99% Precision vs. Training Data Size (log10)
() AL for blOCking & matching ® 1000+adaStratified500  ® randomSample
F-msr: 80%-98% w. ~1000 : , Joseemmmm
labels |
~2015 (ML)

2 2.5 3 35 4 4.5 5 55 6 6.5
Training size (log 10)



Deep learning models [mudgal et al., SiGMOD’18]

e Embedding on similarities Magellan
e Similar performance for structured data;
Significant improvement on texts and dirty data

Attr 1 Attr 2 Attr 3
2018 (Deep ML)
§ e } Sequences of Words
4 B +
1. Attribute Embedding % E E
. } } [
Deep learning == == == } o, Squences of
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. . . 1bute Sumuari! 7 P 7
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+
3. Classification |]]II]
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[[J Neural Network (NN)

NNs with the same
pattern share parameters




Deep learning Models [ebraheem et al., VLDB'18]

e Embedding on entities
e Outperforming existing solution

tuple t Al LAD .. AmM

l Embedding lookup
S layer

Composition Similarity Dense Classification
(avg, LSTM) layer layer layer

2018 (Deep ML) @)

— Words

Deep learning
e Deep learning
e Entity embedding

Words

tuplet’ | Al . Ap.. Am




Deep learning models [Trivedi et al., ACL'18]

Entity
Embeddings

Arttribute
Embeddings

Relation
Embeddings

Type
Embeddings

e LinkNBed: Embeddings for entities as in
knowledge embedding
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W
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Object Entity

W,

Atomic Layer

B

Wi
Relation

Contextual Layer
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Representation Layer

[ Relational Loss |

Score
Function
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| Linkage Loss |




Deep learning models [rrivedi et al., AcL’18)

2018 (Deep ML)

—

Deep learning

Deep learning
Entity embedding

LinkNBed: Embeddings for entities as in
knowledge embedding

Performance better than previous
knowledge embedding methods, but not
comparable to random forest

Enable linking different types of entities



Challenges in applying ML on EL

e How can we obtain abundant training data for many types, many
sources, and dynamically evolving data?

® From two sources to multiple sources

Freebase IMDb Wikipedia Wikidata Netflix




Challenges in applying ML on EL

e How can we obtain abundant training data for many types, many
sources, and dynamically evolving data??

® From one entity type to multiple types

Freebase IMDb Wikipedia Wikidata Netflix




Challenges in applying ML on EL

e How can we obtain abundant training data for many types, many
sources, and dynamically evolving data?

® [rom static data to dynamic data

Freebase IMDb Wikipedia Wikidata Netflix



Recipe for entity linkage

e Problem definition: Link references to the _
Data Extraction

L 2

same entity

® Shortanswers

Schema Alignment

|
|

¥
Entity Linkage }
|

similarity features

o DL to handle texts and noises

X 2

Data Fusion

0 RF w. attribute- ion’ {




Today’s agenda

e Partll. ML for DI

o ML for data extraction

Data Extraction

| |

¥
{ Schema Alignment }
| |
| |

X 2

Entity Linkage

X 2

Data Fusion




What is data extraction?

triples, from semi-structured data or unstructured data.

Name and
(party)

|

L

Definition: Extract structured information, e.g., (entity, attribute, value)
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Three types of data extraction

e Closed-world extraction: align to existing entities and attributes; e.g.,
(ID_Obama, place_of_birth, ID_USA)

e ClosedlE: align to existing attributes, but extract new entities; e.g.,
(“Xin Luna Dong”, place_of_birth, “China”)

e OpenlE: not limited by existing entities or attributes; e.g.,
(“Xin Luna Dong”, “was born in”, “China”),

) ¢

(“Luna”, “is originally from”, “China”)



35 years of data extraction

Early Extraction Extraction from semi-structured data
e Rule-based: Hearst pattern, e \WebTables: search, extraction
IBM System T e DOM tree:wrapperinduction
e Tasks:IS-A, events
~2005 (Rel. Ex.) 2013 (Deep ML)

Relation extraction from texts Deep learning
e NER->EL->RE e Use RNN, CNN, attention
o Featurebased:LR,SVM for RE
o Kernelbased:SVM e Dataprogramming/
e Distant supervision Heterogeneous learning

e OpenlE e RevisitDOM extraction



Extraction from texts: quick example

Bill Gates founded Microsoft in 1975.

Named Entity
Recognition

X 2

Entity Linking

X 2

Relation Extraction




Extraction from texts: quick example

Bill Gates oundedmn 1975.

\/

e

Named Entity
Recognition

L 2

{ Entity Linking J

\ 4

{ Relation Extraction J




Extraction from texts: quick example

Bill Gates ounded@icroso%n 1975.
N N

Microsoft

Entity linkage: linking two structured records
Entity linking: linking a phrase in texts to an
entity in a reference list (e.g., knowledge graph)

Named Entity
Recognition

. 4

Entity Linking

X 2

Relation Extraction




Extraction from texts: quick example

Bill Gates oundedmn 1975.

S~— Named Entity
Recognition
iISFounder B
> W ¥
Microsoft

{ Entity Linking J

\ 4

{ Relation Extraction J

We focus on Relation Extraction.




Extraction from texts: feature based [zhou et al., Acl’05]

e Models
o Logistic regression
~2005 (Rel. Ex.) o SVM (Support Vector Machine)

P e Features
o Lexical: entity, part-of-speech, neighbor

Relation extraction from texts o Syntactic: chunking, parse tree

e NER—EL—RE o Semantic: concept hierarchy, entity class
o Featurebased: LR,SVM o Results

o Kernel based: SVM
e Distant supervision o Prec=~60%, Rec=~50%

e OpenlE



Extraction from texts: feature based [zhou et al., Acl’05]

~2005 (Rel. Ex.)

P

Relation extraction from texts

NER—EL—RE
o Feature based: LR, SVM
o Kernel based: SVM
Distant supervision
OpenlE

Features P R F

Words 69.2 237 35.3

+Entity Type 67.1 32.1 43.4

+Mention Level 67.1 33.0 44.2

+Overlap 57.4 40.9 47. Major
+Chunking 61.5 46.5 53.0 % Lift %
+Dependency Tree 62.1 47.2 53.6

+Parse Tree 62.3 47.6 54.0

+Semantic Resources 63.1 49.5 55.5

Table 2: Contribution of different features over 43

relation subtypes in the test data



Extraction from texts: kernel based [menggiu Wang, 11CNLP’08]

e Models
o SVM (Support Vector Machine)
~2005 (Rel. Ex.) e Kernels

F o Subsequence

o Dependency tree
o Shortest dependency path
o Convolution dependency

Relation extraction from texts
e NER—EL—RE
o Feature based: LR, SVM
o Kernel based: SVM
e Distant supervision
e OpenlE



Extraction from texts: kernel based [menggiu Wang, 11CNLP’08]

nsudj :
»det FCMOC™—— —xcOMp——g—G0bj~— dobj——a \

S;: A thief who tried to steal the truck broke the ignition with screwdriver.
™ nsubj~’ »3ux-’ »det— P —get—"

~2005 (Rel. Ex.)

P

Dependency tree

thilef “-nsubj— br?ke —prep-with— screwdriver

Relation extraction from texts det dobj
* NER—EL—RE A [ nitcion
o Feature based: LR, SVM ent
o Kernel based: SVM d—fl
e Distant supervision the
e OpenlE

Shortest dependency path



Extraction from texts: kernel based [menggiu Wang, 11CNLP’08]

e Models
o SVM (Support Vector Machine)

P o Subsequence
o Dependency tree
Relation extraction from texts © Shortest dependency path

e NER—EL—RE o Convolution dependency
o Feature based: LR,SVM ¢ Results

o Kernel based: SVM
e Distant supervision o Prec=~70%, Rec=~40%

e OpenlE



Extraction from texts: kernel based menggiu Wang, 11cNLP’08]

~2005 (Rel. Ex.) 5-fold CV on ACE 2003

P kernel method Precision | Recall | F1
subsequence [ 0.703 0.389 | 0.546

Relation extraction from texts dependency tree 0.681 0.290 | 0.485

e NER—EL—RE
o Feature based: LR, SVM shortest path 0.747 0.376 0.562

o Kernel based: SVM 3
e Distant supervision Table 1: Results of different kernels on ACE 2003

e OpenlE training set using 5-fold cross-validation.




Extraction from Texts: deep learning

2013 (Deep ML)

o

Deep learning

Use RNN, CNN, attention
for RE

Data programming /
Heterogeneous learning
Revisit DOM extraction

e Same intuitions, different models

O

(2012-13) Recursive NN: dependency tree
[Socher et al., EMNLP’12] [Hashimoto et al., EMNLP’13]

(2014-15) CNN: shortest dependency path
[Zeng et al.,, COLING’14][Liu et al., ACL15]

(2015+) LSTM: shortest dependency path,

lexical/syntactic/semantic features
[Xu et al., EMNLP’15][Shwartz et al., ACL'16]
[Nguyen, NAACL 16]



Example system: HyperNET [shwartz et al., acr16)

e 2 S sns
lemma
@® POS
@ dependency label
@® direction
{ 008 ( 000 ( 008
X/NOUN/nsubj/> be/VERB/ROOT/- Y/NOUN/attr/<
| I
( 000 ( 090)( 090)( 000
X/NOUN/dobj/> define/VERB/ROOT/- as/ADP/prep/<. Y/NOUN/pobj/<
Path LSTM

‘---—‘

Term-pair Classifier

Quality in identifying hypernyms: Prec = 0.9, Rec = 0.9



Label generation for extraction training

Where are training labels from?

e Semi-supervised learning
~2005 (Rel. Ex.) O |terative extraction [Carlson et al., AAAI10]

P Use new extractions to retrain models
E.g., NELL

Relation extraction from texts

e NER—EL—RE Iterations  Estimated Precision (%) # Promotions
o Feature based: LR, SVM
o Kernel based: SVM 1=2 90 88,502

e Distant supervision

" oot 2344 71 77,835

45-66 7 76,116




Label generation for extraction training

Where are training labels from?

e Semi-supervised learning
~2005 (Rel. Ex.) O |terative extraction [Carlson et al., AAAI10]

P Use new extractions to retrain models
E.g., NELL

Relation extraction from texts ° Weak. learning o
e NER—EL—RE o Distant supervision [Mintz et al., ACL’09]

o Feature based: LR, SVM Rule-based annotation with seed data

o Kernel based: SVM .
e Distant supervision E.g., DeepDive, Knowledge Vault

e OpenlE

Will cover in “DI for ML’



Distant Supervision mintz et al., ACL09]

Corpus Text

€ Bill Gates founded Microsoft in 1975. Bill Gates)
founder of Microsoft, ... Bill Gates attended
Harvard from ...

( Google was founded by Larry Page ... y
Freebase
‘. (Bill Gates, Founder, Microsoft) (Larry N

Page, Founder, Google)

* (Bill Gates, CollegeAttended, Harvard)

Training Data

[
(Bill Gates, Microsoft)

Label: Founder
Feature: X founded Y

. J

.

[Adapted example from Luke Zettlemoyer]



Distant Supervision mintz et al., ACL09]

Corpus Text

€ Bill Gates founded Microsoft in 1975. Bill Gates)
founder of Microsoft, ... Bill Gates attended
Harvard from ...

( Google was founded by Larry Page ... y
Freebase
‘. (Bill Gates, Founder, Microsoft) (Larry N

Page, Founder, Google)

* (Bill Gates, CollegeAttended, Harvard)

Training Data

(Bill Gates, Microsoft)
Label: Founder
Feature: X founded Y
Feature: X, founder of Y

1\

JAN

g (Bill Gates, Harvard)
Label: CollegeAttended

. J

. Feature: X attended Y

For negative examples, sample
unrelated pairs of entities.

[Adapted example from Luke Zettlemoyer]



Label generation for extraction training

e Distant supervision: HyperNet++
[Christodoulopoulos & Mittal, 18]

~2005 (Rel. Ex.)

l_ 95
Relation extraction from texts
e NER—EL—RE o
o Feature based: LR, SVM 5
o Kernel based: SVM g
e Distant supervision A%,
e OpenlE D Sy LU s —
gpoe = =T Classifier
< ® HypeNET++
3 & fastTex! classifier
80 @ MaxEnt classifier
0 10000 20000 30000 40000 50000

Train Data Size



Label generation for extraction training

Where are training labels from?

e Semi-supervised learning

O |terative extraction [Carlson et al., AAAI'10]
2013 (Deep ML) Use new extractions to retrain models

F E.g., NELL
e Weak learning

Deep learning | o Distant supervision [Mintz et al., ACL’09]
* ]EfreRFéNN’ CNN, attention Rule-based annotation with seed data
e Data programming / E.g., DeepDive, Knowledge Vault
Heterogeneous learning o Data programming [Ratner et al., NIPS’16]

* Revisit DOM extraction Manually write labelling functions

. - ’ E.o.. Snorkle, Foud
Will cover in “DI for ML €., Snorkie, Fouduer



Snorkel: code as supervision [Rratner et al., NIPS'16, VLDB'18]

IIIIIIIIIIIIIIIIIIIIIIIII

Input: Labeling Functions, Generative Noise-Aware :X-Af’ﬁt’j’icagon-' :
. ° s . : Knowledge Base :
Unlabeled data Model Discriminative Model : Creation (KBC)

DOMAIN

EXPFERT
LA LIV

& [:"> D ° - vi

Output: Probabilistic
Training Labels

We use the resulting
prob. labels to train

We model the labeling

Users write labeling
functions to generate
noisy labels

functions' behavior to

de-noise them a model




Example system: Fonduer wu et al,, sismon’1s)

Transistor Datasheet

ISMBT3904;. .MMBT3904!

NPN Silicon Switching Transistors
* High DC current gain: 0.1 mA to 100 mA
* Low collector-emitter saturation voltage

Maximum Ratings

Richly formatted data: information

are expressed via textual, structural,
tabular, and visual cues.

snorkel

Fonduer combines a new
biLSTM with multimodal

features and data

Parameter Symbol Value Unit
Collector-emitter voltage Veso 40 Vv
Collector-base voltage Veso 60
Emitter-base voltage Veao 6
Collector current Ic <200 mA
esinat P.. mvV
HasCollectorCument 330
(Transistor Part , Current) 250
: T 150 °C
SMBT3094 | 200mA 65 ... 150
MMBT3094 200mA v o s
= THINGS -

Code:

[[1 SMBT3904 11] .. MMBT3904 [[2 200 2] | Emm
el I

Bi-LSTM with Attention Extended Feature Library

programming.

System ELEC. GEN.

G2 GWAS | GWAS
Knowledge Base Digi-Key Central | Catalog
# Entries in KB 376 3,008 4,023
# Entries in Fonduer 447 6,420 6,420
Coverage 0.99 0.82 0.80
Accuracy 0.87 0.87 0.89 |
# New Correct Entries 17 3,154 2,486
Increase in Correct Entries 1.05 % 1.87% 1.42X%

https://github.com/HazyResearch/fonduer



Extraction from semi-structured data

Extraction from semi-structured data
e WebTables: search, extraction
e DOM tree: wrapper induction

[

2008 (Semi-stru)



Why semi-structured data?

e Knowledge Vault @ Google showed big potential from DOM-tree

extraction [Dong et al., KDD’14][Dong et al., VLDB’14]

Accu

Accu (conf > .7)

0.36

.32

DOM
(1280M)

Accu
0.43
0.09

Accu (conf > .7)
0.63
0.62




Wrapper Induction--Vertex [culhane et al., ICDE'11]

Runtime

Title Genre Release Date

From $2.99 (SD) on Amazon Video

0:50 | Traile 14 VIDEOS | 128 IMAGES |
Watch Now @
onDISC |

As students at the United States Navy's elite fighter weapons school compete to be best in the
class, one daring young pilot learns a few things from a civilian instructor that are not taught
in the classroom.

Director: Tony Scott € DII’ECtOr
Writers: Jim Cash, Jack Epps Jr. 1 more cred‘/ Acto rS

it »
Stars: Tom Cruise, Tim Robbins, Kelly McGillis™ See full cast & crev

Metascore Reviews \N Popularity
From metacritic.com 401 user 173 critic 404 (¢ 71)

Extracted relationships
* (Top Gun, type.object.name, “Top Gun”)

(Top Gun, film.film.genre, Action)

(Top Gun, film.film.directed by, Tony Scott)

(Top Gun, film.film.starring, Tom Cruise)

(Top Gun, film.film.runtime, “1h 50min”)

(Top Gun, film.film.release Date s, “16 May
1986")



Wrapper Induction--Vertex [Gulhane et al., ICDE'11]

e Solution: find XPaths from DOM Trees

. <) Show all | [ Showb Edit
F|Imography 2e = P <div id="filmo-head-actor" class="head" data-category="actor" onclick=
“toggleFilmoCategory(this);">.</div>
¥ <div class="filmo-category-section">
v<div class="filmo-row odd" id="actor-tt1745960">

Jump to: Actor | Producer | Soundtrack | Director Writer | Thanks @ Seif | Archive footage

Actor (46 credits) Hide | A _n "
<span class="year_column'>
Top Gun: Maverick (pre-production) 2019 &nbsp; 2019
Maverick </span>
< T a1 ¥ <b>
glt;mlag ;‘Lr::‘itssmn RSt () 20 <a href="/title/tt1745960/?ref =nm flmg act 1">Top Gun: Maverick</a>
</b>
American Made (completed) 2017 ”
Barry Seal C
Luna Park (announced) <a hrefz_“(r[Legacy-ingrod—nane[title[tt174596 " class="1in_production'>pre-
production</a=
The Mummy 2017 o |
Nick Morton -
Jack Reacher: Never Go Back 2016 s
Jhak ReACH e <a href="/character/ch@@05702/?ref =nm flmg act 1">Maverick</a=
</div>
;L??:J:FWSSIMG - Rogue Nation 2015 b <div class="filmo-row even' id="actor-tt4912910">..</div>
¥ P <div class="filmo-row odd" id="actor-tt3532216">..</div>
Edge of Tomorrow 2014 P <div class="filmo-row even" id="actor-tt1123441">.</div>
Cage v<=div class="filmo-row odd" id="actor-tt2345759">
Oblivion 2013/1 <span class="year_column'>
Jack &nbsp; 2017
</span>
Jack Reacher 2012 ¥ <b>
Reacher <a href="/title/tt2345759/?ref =nm flmg act 5">The Mummy</a>
Rock of Ages 2012 </b>
Stacee Jaxx <br>
Mission: Impossible - Ghost Protocol 2011 <a. href="/character/ch®573416/?ref =nm flmg act 5"=Nick Morton</a>
Ethan Hunt </div=>
A e P <div class="filmo-row even" id="actor-tt3393786">..</div>
R:;ng:r“ ay b <div class="filmo-row odd" id="actor-tt2381249">..</div>

P <div class="filmo-row even" id="actor-tt1631867">..</div>
Valkyrie 2008 b <div class="filmo-row odd" id="actor-tt1483013">.</div>
SelonstiGlaus voniSkautisnberg » <div class="filmo-row even' id="actor-tt0790724">.</div>
Tropic Thunder 2008 b <div class="filmo-row odd" id="actor-tt1336608">.</div>



Wrapper Induction--Vertex [Gulhane et al., ICDE'11]

e Challenge: slight variations from page to page

AND CREW TRIVIA USER REVIEWS v ro MORE SHARE

Star Wars: The Last * /.3
Jedi o017

Star Wars: Episode VIII - The Last Jedi (original title)
PG-13 2h 32min

FULL CAST AND CREW TRIVIA USER REVIEWS IMDbPro MORE

+ Central Station (199s) * 8.0

Central do Brasil (original title)
R 1h 53min Drama 20 November 1998 (USA)

Rey develops her newly discovered abilities with the guidance of
Luke Skywalker, who is unsettled by the strength of her powers.
Meanwhile, the Resistance prepares for battle with the First Order.

Rian Johnson, G cas (based on characters
created by)

1 VIDEO 22 IMAS I

K Hami
a On Disc

at Amazon

An emotive journey of a former school teacher, who writes letters for illiterate people, and a
young boy, whose mother has just died, as they search for the father he never knew.

Reviews Popularity

Director: | Walter Salles ? metacritic.com | 5,463 user | 645 critic 84 (+ 3)

Writers: Marcos Bernstein, Jodo Emanuel Carneiro 1 more credit »

Stars: Fernanda Montenegro, Vinicius de Oliveira, Marilia Péra = See full cast & crew » Watch Nc
vvaicr ow

Metascore Royvicuc
From metadg




Wrapper Induction--Vertex [culhane et al., IcDE'11]

e Challenge: slight variations from page to page

FULL CAST AND CREW TRIVIA USER RE NS IMDbPro MORE SHARE

USER R IMDbPro

+ Central Station (199s) %* 8.0 4 The Fog of War: Eleven Lessons from ¢ 8.2
| do Brasil (original title) ‘w the Life of Robert S. S
! ‘ McNamara (2003)

Centra

1h 53mir Drama 20 N

THE FOG
OF WAR

As Errol Morela Fils

a On Disc

at Amazon

Y2 | From $2.99 (SD) on Prime Video

ON DISC
An emotive journey of a former school teacher, who writes letters for illiterate people, and a
young boy, whose mother has just died, as they search for the father he never knew.

prime | Watch Now @

The story of America as seen through the eyes of the former Secretary of Defense under

Director: _Walter Salle President John F. Kennedy and President Lyndon Johnson, Robert McNamara.
Writers: Jodo Emanuel Carneiro = 1 more credit »

Director: Errol Morris
Stars: Fernanda Montenegro, Vinicius de Oliveira, Marilia Péra = See full cast & crew »

Stars: | Robert McNamara JJohn F. Kennedy, Fidel Castro See full cast & crew »

i Mo ora Ravig

Same DOM tree node may correspond to diff preds




Wrapper Induction--Vertex [culhane et al., IcDE'11]

Learn

Sample pages

Annotations

Annotate
Pages

Web site Cluster
sample pages Pages
&

One website may use
multiple templates
(Unsupervised-clustering)

Extract

Web site

Sample|pages

Monitor

Changed sites

pages

L Rules

J—'[ Learn XSLT Rules J

J

|

! Rules \

Extract

Combine attr features
and textual features to
find a general XPath

(LR)

» Records



Wrapper Induction--Vertex [Gulhane et al., ICDE'11]

e Sample learned XPaths on IMDb

o //*[@class="bp_item bp_text_only"]/*/*/*%%w"bp_heading"]

o //*[following-sibling::*[position()=3][@class="subheading"]]/*[followin g-
sibling::*[position()=1][@class="attribute"]]

o //*[preceding-sibling::node()[normalize-space(.)!=""][text()="Languag

- _y

Ensure high precision




Distantly supervised extraction

e Annotation-based extraction
o Pros: high precision and recall

o Cons: does not scale--annotation per
2013 (Deep ML) cluster per website

o

: e Distantly-supervised extraction
Deep learning

e Use RNN, CNN, attention o Step 1.Use seed data to automatically
for RE . annotate

* Dataprogramming /. o Step 2. Use the (noisy) annotations for
Heterogeneous learning .

e Revisit DOM extraction training

o E.g.,, DeepDive, Knowledge Vault



Distantly supervised extraction--Ceres [Lockard et al., VLDB'18]

Entity \_ Relation

Training

Identification Annotation

Automatic Label Generation

Watch Now @

From $2.99 (SD) on Amazon Video ON DISC
As students at the United States Navy's elite fighter weapons school compete to be best in the

class, one daring young pilot learns a few things from a civilian instructor that are not taught
in the classroom.

Director: Tony Scott
Writers: Jim Cash, Jack Epps Jr. 1 more credit »
Stars: Tom Cruise, Tim Robbins, Kelly McGillis | See full cast & crew »

Metascore Reviews (Vg Popularity

Genre Release Date

Extracted triples

» (Top Gun, type.object.name, “Top Gun”)

* (Top Gun, film.film.genre, Action)

* (Top Gun, film.film.directed_by, Tony Scott)
» (Top Gun, film.film.starring, Tom Cruise)

* (Top Gun, film.film.runtime, “1h 50min”)

: : * (Top Gun, film.film.release_Date_s, “16 May
Watch'Now @ 19 6 )

From $2.99 (SD) on Amazon Video ON DISC

As students at the United States Navy's elite fighter weapons school compete to be best in the

class, one daring young pilot learns a few things from a civilian instructor that are not taught
in the classroom.

¢ ——e .
Director: Tony Scott g t
ector

Writers: Jim Cash, Jack Epps Jr. 1 more cr

Stars: Tom Cruise, Tim Robbins, Kelly McGillis™ " See full castA t rs

Metascore Reviews \A_ Popularity




Distantly supervised extraction--Ceres [Lockard et al., vLDB'18]

® Annotation-based extraction

e Distantly-supervised extraction
2013 (Deep ML)

— PO e
Prec #Pred Prec #Pred

Deep learning Movie 097 097 097 4 097 099 098 4

e UseRNN, CNN, attention  npaplayer 1.00 1.00 1.00 4 098 098 098 4

o EftEEpmgrammmg, Universty 0.99 098 099 4 087 0.94
Heterogeneous learning Book 093 093 093 5 094 063

e Revisit DOM extraction ' ' ' :
> X Competent w. rule-based
Very high precision wrapper induction



Distantly supervised extraction--Ceres [Lockard et al., VLDB'18]

e Extraction on long-tail movie websites

#Websites / #Webpages 33 / 434K

Language English and 6 other languages

Animated films, Documentary films, Financial
performance, etc.

# Annotated pages 70K (16%)

Annotated : Extracted #entities 1:2.6

Annotated : Extracted #triples 1:3.0

# Extractions 1.25 M
90%




Distantly supervised extraction--Ceres [Lockard et al., VLDB'18]

e Extraction on long-tail movie websites

o

\

T8
N
0.85 / b ¥ 1.00
\l

I‘.‘ FO.75
0.80 :
'} 0.50
0.25
0.75 -

00 02 04 06 08
Confidence Threshold

Precision
# of Extractions (millions)




Distantly supervised extraction

e Annotation-based extraction
o Pros: high precision and recall

o Cons: does not scale--annotation per
2013 (Deep ML) cluster per website

e Distantly-supervised extraction

Deep learning o Step 1.Use seed data to automatically

e Use RNN, CNN, attention annotate . .

for RE o Step 2. Use the (noisy) annotations for
e Data programming / training

Heterogeneous learning ,
e Revisit DOM extraction o E.g., DeepDive, Knowledge Vault

e OpenlE extraction



OpenlE on semi-structured data--OpenCeres
[Lockard et al., NAACL'19]

Auto (Pred, Obi) Label
Annotation Propagation

Extracted triples

* ("Top Gun”, “Director”, “Tony Scott”)
* (“Top Gun”, “Writers”, “Jim Cash”)
(“Top Gun”, “Writers”, “Jack Epps Jr.")
(“Top Gun”, “Stars”, “Tom Cruise”)
(“Top Gun”, “Stars”, “Tim Robbins”)




OpenlE on semi-structured data--OpenCeres
[Lockard et al., NAACL'19]

® Annotation-based extraction
e Distantly-supervised extraction

® OpenlE extraction

i e o

Prec Rec #Pred Prec #Pred Prec Rec #Pred
Movie 097 097 097 4 097 099 098 4 0.77 068 0.72 18
NBAPlayer 1.00 1.00 100 4 098 098 098 4 0.74 048 058 17
University 099 098 099 4 087 094 09 4 065 029 040 92
Book 093 093 093 5 094 0.63

Precision much lower Much more predicates




OpenlE on semi-structured data--OpenCeres
[Lockard et al., NAACL'19]

Movie
> Seed: Director, Writer, Producer, Actor, Release Date, Genre, Alternate Title

> New: Country, Filmed In, Language, MPAA Rating, Set In, Reviewed by,

YR s e

NBA Player
= Seed: Height, Weight, Team

> New: Birth Date, Birth Place, Salary, Age, Experience, Position, College, Year
Drafted

University
- Seed: Phone Number, Web address, Type (public/private)

> New: Calendar System, Enroliment, Highest Degree, Local Area, Student
Services, President



OpenlE on semi-structured data--OpenCeres
[Lockard et al., NAACL' 19]

1.°P ey ClOSleE -
~  OpenlE-All
osl \\ OpenlE-New | : Q,JDQHI.E added
' Ve = significant amount of
=~
& el S— knowledge
@ s
O
& oy
Still need prec e
improvement on new "
'8.0 0.5 1.0 1.5 2.0 2.5 3.0

relations

Yield (in millions)



Extraction from semi-structured websites

2013 (Deep ML)

o

Deep learning

Use RNN, CNN, attention
for RE

Data programming /
Heterogeneous learning
Revisit DOM extraction

e Which modelis the best?

O Logisticregression: best results (20K
features on one website)
o Random forest: lower precision and recall

o Deep learning??



Challenges in applying deep learning on extracting
semi-structured data

e Web layoutis neither 1D sequence nor regular 2D grid, so CNN or
RNN does not directly apply

Company Credits

Production Co: || Lucasfilm|, Walt Disney Pictures, Allison Shearmur Productions|See more B
Show more on [MDbPro E

Technical Specs

Runtime: | 135 min

ound Mix: [Dolby Atmos| | PTS|(DTS: XH,;IZ-Track Digital Sound|| Auro 11.1J Dolby Digital
Dolby Surroond 7.1 i

olor: [ Color
Aspect Ratio: [2.39:1
See|full technical specs »|




WebTable Extraction [Limaye et al., VLDB’10]

Extraction from
semi-structured data
e WebTables: search,
extraction
e DOM tree: wrapper

I induction

2008 (Semi-stru)

Model table annotation using interrelated random
variables, represented by a probabilistic graphical model

o Celltext (in Web table) and entity label (in catalog)
o  Column header (in Web table) and type label (in catalog)
o Column type and cell entity (in Web table)

®a(b2s, t2, t3)

/ 7

®2(1,01) W
I}

®1(1,1,en) \




WebTable Extraction [Limaye et al., VLDB’10]

e Modeltable annotation using interrelated random
variables, represented by a probabilistic graphical model

Extraction from o Pair of column types (in Web table) and relation (in catalog)
semi-structured data

e WebTables: search,
extraction
e DOM tree: wrapper

I induction

2008 (Semi-stru)

o  Entity pairs (in Web table) and relation (in catalog)

®a(bzs, t2, t3)

\} |
\\ | @s(b2s, €32, €33)

D3(ts, e33)



Challenges in applying ML on DX

e Automatic data extraction cannot reach production quality requirement.
How to improve precision?

e Every web designer has her own whim, but there are underlying patterns
across websites. How to learn extraction patterns on different websites,
especially for semi-structured sources?

® ClosedlE throws away too much data. How to apply OpenlE on all kinds
of data?



Recipe for data extraction

® Problem definition: Extract structure Data Extraction

L 2

Schema Alignment }

from semi- or un-structured data

N
| =
~
—

o Wrapper induction
)\ Ready /¢

X 2

Entity Linkage

X 2

Data Fusion

has high prec/rec =
o Distant supervision is critical for

collecting training data
o DL effective fortexts and LR is

® Short answers {

often effective for semi-stru data



Today’s agenda

e Partll. ML for DI

o ML for schema alignment

Data Extraction

| |

4
{ Schema Alignment }
| |
| |

X 2

Entity Linkage

X 2

Data Fusion




What is schema alignment?

e Definition: Aligh schemas and understand which attributes have the
same semantics.

WikiData

P— o seeran Anahi Puente (iso461)

Actress Music Department | Soundtrack = 7 g
Mexican singer-songwriter and actress

Anahi was born in Mexico. She's had roles in Tu y Yo, in -
which she played a 17 year old girl while she was 13, and
Vivo Por Elena, in which she played Talita, a naive and s
innocent teenager. Anahi lives with her mother and sister Language Label Description

name Marychelo. She hopes to become a fashion designer

~ In more languages “°"eure

English Anahi Puente Mexican singer-songwriter and actress
one day, and is currently pursuing a career in singing.
See full bio » Chinese FIME - 5 B4
May 14, 1982 in Mexico City, Distrito Federal, Mexico Spanish Anahi Puente Cantante, compositora y actriz mexicana
& 7 November 1983 2 edit
More at IMDbPro » ~ 1 reference
. Contact Info: View manager imported from Italian Wikipedia

+ add reference

+ add value




Quick tour for schema alignment

51 (name, hPhone, hAddr, oPhone, oAddr) ,

Mediated Schema
S2 (name, phone, addr, email)
S3 a: (id, name); b: (id, resPh, workPh) J\)
4 (name, pPh, pAddr) Attribute Matching
S5 (name, wPh, wAddr)

Schema Mapping




Quick tour for schema alignment

e Mediated schema: a unified and virtual view of

the salient aspects of the domain

51
S2
53
S4
S5
MS

(name, hPhone, hAddr, oPhone, oAddr)
(name, phone, add

a: (id, name); b: (id, resPh, workPh)
(name, pPh, pAddr)

(name, wPh, wAddr)

(n, pP, pA, WP, WwA)

Mediated Schema

\ 2

Attribute Matching

. 4

Schema Mapping




Quick tour for schema alignment

e Attribute matching: correspondences between

schema attributes

51
S2
53
S4
55

MS
MSAM

(name, hPhone, hAddr, oPhone, oAddr)
(name, phone, addr, email)

a: (id, name); b: (id, resPh, workPh)
(name, pPh, pAddr)

(name, wPh, wAddr)

(n, pP, pA, WP, wA)

MS.n: S1.name, S2.name, S3a.name, ...
MS.pP: S1.hPhone, S3b.resPh, S4.pPh
MS.pA: S1.hAddr, S4.pAddr

MS.wP: S1.0Phone, S2.phone, ...
MS.wA: S1.0Addr, S2.addr, S5.wAddr

Mediated Schema

. 4

Attribute Matching

X 2

Schema Mapping




Quick tour for schema alignment

e Schema mapping: transformation between

records in different schemas

51
S2
53
S4
S5

MS

MSSM
(GAV)

(name, hPhone, hAddr, oPhone, oAddr)
(name, phone, addr, email)

a: (id, name); b: (id, resPh, workPh)
(name, pPh, pAddr)

(name, wPh, wAddr)

(n, pP, pA, WP, WA)

MS(n, pP, pA, wP, wA) :- S1(n, pP, pA, wP, wA)
MS(n, , , wP, wA) :-S2(n, wP, WA, e)

MS(n, pP, , wP, ) :- S3a(i, n), S3b(i, pP, wP)
MS(n, pP; pA, = _) .- S4(n, pP, pA)

MS(n, , , wP, wA) :- S5(n, wP, wA)

Mediated Schema

X 2

Attribute Matching

. 4

Schema Mapping




30 years of schema alighment

Description Logics

e Gavyvs. Lav. vs. Glav Pay-as-you-go dataspaces
e Answering queries e Probabilistic schema
using views alignment
e Warehouse vs. Ell .
1994 (Early ML) 2013 (Deep ML)
ataspaces
Semi-Auto mapping Logic & Deep learning
e Learning to match e Collective disc. by PSL
e Schema mapping: Clio e Universal schema

e Dataexchange



Early ML models

[Rahm and Bernstein, VLDBJ'2001]

Schema Matching Approaches
Individual matcher approaches Combining matchers
Schema-only based Instance/contents-based Hybrid matchers ~ Composite matchers
~2000 (Early ML) P . W \ / \
Element-level Structure-level Element-level Automatic
/ \ | / \ composmon composition
. . Linguistic Constralnt Constmmt Linguistic Constnnnt
Semi-Auto mapping
e Learning to match / | \ / | \ / | \ / | \ / | \ Further criteria:
Talo b i - Match cardinality
o .
?)(;2: rg)?Cr}'?aal’ll:)gpe]ng Clio - Awxiliary information used ...
[ » Name similarity —— '
R « Typesimilarity  * Graph « IR tech .
a Qes;‘neﬂon * Key pi?p‘en’f"es m;ching (woerz freqummms cles, Falue pattern und
. Giobal key terms) o Sample approaches

namespaces

Signals: name, description, type, key, graph structure, values



Early ML models

~2000 (Early ML)

P

Semi-Auto mapping

Learning to match
Schema mapping: Clio
Data exchange

[Doan et al., Sigmod’'01]

: 000 Mediated schema
Source schemas

v
LZ
v v v \d
5 if ... then ... %
(a) Training

.

o

Domain
Constraints

Feedback\‘\‘v
’-—FlConstraint Handled
%‘

\m

Mappings

(b) Matching



Early ML models

[Doan et al., Sigmod’'01]

-O—Base Learner ~O-Basa Learner

100 74— -O-Base Learners + MataLearner 100 ~ | "5 Base Leamer + MetaLearner
- Base Learners + MataLearnar + Constraint Handler - Base Learner + MetzLeamer + Constraint H
g 90 1 | € Base Leamers + MetaLeamer + Constraint Handler + XML Leamer | g 90 1 | 2¢ Base Leamer + MetaLearner + Constraint Ha ML Learner
z 80 - —X% —&  » 80 -
~2000 (Early ML) £ 70- o 0 E g0t x
g 60 § 60 0 O |
_g 50 =3 B e g 50 Y
o RN .
% 40 W S a0 * 5 e
= =
E 30 ] E 30 -r_,.—-—-"c—
g‘ 20 - & 20-
; . z 101 % 10
Semi-Auto mapping g . ' ' . | 0 , , : : )
e |Learning to match 0 100 200 300 400 500 0 100 200 300 400 500
° Schema mapping. Cl.lo Number of data listings per source Number of data listings per source

(b) Matching accuracy for Real Estate | (c) Matching accuracy for Time Schedule

e Dataexchange



Collective mapping discovery by PSL

[Kimmig et al, ICDE'17]
Step 1. Generate candidate mappings

E.g., 8y : proj(t, m, [)Aemp{m, n, ¢) — 2 o.task{t, n,o)
8, : proj(t, m, ) Aemp{l,n,c) — 2 o.task{t,n.o)

85 : proj(t, m, 1) Aemp{m, n, ¢} — 3 o.task(t, n.o) Aorg{o, c)

2013 (Deep ML) s : proj(t, m, ) Aemp{l,n,c) — 2 o.task{t,n,o) Aecrglo,c)
F Step 2. Solve PSL —
sizen(F): in(F)— L
Logic & Deep learning 1: J(T) — 3F. covers(F,T) A in(F)
e Collective disc. by PSL 1: in(F) Acreates(F,T) — J(T)

e Universal schema




Universal Schema [riedel et al., NAACL'13][Ya0 et al., AKBC'13]

e Attribute matching - Instance inference

Z Z mmm @
X-professor-at-Y X-historian-atY  employee(X.Y) member(X,Y)
2

S T T
i
1 $ 3
2013 (Deep ML) £ ¢ §F &
—— — — 3 $ 5
P T £ : & 4§ ¢
i Barack Obama 1
‘: ‘ Ruth B. Ginsburg 1
§_ | New York
Logic & Deep learning : :_ Argentina .89
o Collective disc. by PSL 1 Brad Pitt | 4
e Universal schema £ |
g IBM 1
| .

- Surface Patterns —I —KB Relations—

<_Cluﬂe>| Rel. Extraction ><_ ,ll\!_l_gg b Type prediction

< Reasoning with Universal Schema

Relation prediction




Universal Schema [Rriedel et al., NAACL'13]

e Attribute matching - Instance inference

o f(e,re,)iscomputed v (ese0)
using embeddings; Feature ¢ @
, Wodel F): | @] | @
the higher, the more ® @
2013 (Deep ML) . 2
likely to be true % b2 ,L.? 2
I e DistMult is a relation Vodel (£) |Q o @ E]
Logic & Deep learning embedding model [! e @
e Collective disc. by PSL £ = R

e Universal schema

'5‘1
DISTMULT: .‘ ( o )
L

Figure 3: The continuous representations for
model F, E and DiIsTMULT. [Toutanova et al., EMNLP’15]




Columnless univ. schema w. CNN

2013 (Deep ML)

F

Logic & Deep learning
e Collective disc. by PSL
e Universal schema

[Toutanova et al.,

e Relation: organizationFoundedBy

Textual Pattern

Count

SUBJECT-2ro% founder —erof Sms OBIECT
susmcnﬂg co-foundedidf-jaosn-.m'
SUBJECT = =—sco-founder ~»of ---’OBJ ECT
SUBJECT ~2sco-founder ==2of X-hOBJECT
SUBJECT s withe = co- founded-i—“&oash(:T
SUBJECT22. signed --—aestablxsl'ung MOBJECT

SUBJECT Y with o8 founders P of P, OBIECT

susmcr—-'o*"founders-—- rof- -—woujam

SUBJ ECTtE?- founded " sproduction ==+ OBIECT
appas pobj

B by P, -foundedowosjem
SUBJECT <= co-founder =Frof 22, 0BIECT

SUBJECT —dﬂoco-founder ﬂ'of &OBJ (—.CT

xcoenp

SUBJECT— helped ~———-gstablish --vOBJbCT
dobj
SUBJECT« ="~ signed ~——-—*creaung = OBIECT

SUBJECT ¢

SUB.li-:CToﬂ Fof Eﬂofounders yof MOBJEC T

doby
SUBJECTv=—= partner+—— with+ wfounded——-—aproducuon -—»033 ECT
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EMNLP’15]
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Columnless univ. schema w. CNN  routanova et al., EMNLP15]

r = max{h }

2013 (Deep ML)

F h =tanh(W-w _; + W% + Wl _, +b)

- -~ -—

Logic & Deep learning ; | . o
e Collective disc. by PSL ' . o ,. ’ | % v = Ve

e Universal schema b

suBJECT 2%, co-founder F=5

poLy
b

of OBJECT

Figure 4: The convolutional neural network architecture for representing textual relations.



Columnless univ. schema w. RNN

2013 (Deep ML)

F

Logic & Deep learning
e Collective disc. by PSL
e Universal schema

[Verga et al., ACL'10]

Similar sequences of context tokens should be
embedded similarly

Input :
[per:spouse]
[Maria Munera esta casado con Juan M Santos]|

.93
cosine |
similarity
000]
[ max pool ]
000 [oc|>ol loc|>ol[ooo] 000
bidirectional LSTM ]

A T T
(eYeYe) N (eYoTe) | (eYeYo) I (oY 1o} Bl (eYeYe) f (eYoYe)
per:spouse argl estd casado/married con arg2




Rowless Univ.

[Verga et al., ACL'16]
Schema

® Infer relation from a set of observed relations
e Similar to schema mapping w. signals from values

A
g & IS &
2013 (Deep ML) $ & ¢ £ &
& - 55 &
~

~
§ 2 -2 ~ ?
‘i: ..k' ~ &v\‘\ ~
o R & w8 & TR
Bill Gates /
1

Melinda Gates

Logic & Deep learning
e Collective disc. by PSL
e Universal schema

argl ‘s wife arg2

N
argl married arg 2 Algégregfmon —EI
unction

foundation with arg2 Melinda Gates)




Rowless univ. schema Verga et al., ACL'16]

Model MRR Hits@10
Entity-pair Embeddings 3185 51.72
Entity-pair Embeddings-LSTM | 33.37  54.39
Attention 3192  51.67

Attention-LSTM 30.00 53.35

2013 (Deep ML) Max Relation 31.71 5194
— Max Relation-LSTM 3077  54.80
(a)
Logic & Deep learning Model MRR Hits@10
e Collective disc. by PSL Entity-pair Embeddings | 5.23 11.94
e Universal schema Attention 29.75  49.69
Attention-LSTM 2795  51.05
Max Relation 28.46 48.15
Max Relation-LSTM 29.61 54.19

(b)



OpenKl: relation inference for OpenlE Zhang et al.. NAACL'19)

KB

i @film.actor @film.director

@film.director




OpenKl: relation inference for OpenlE

[Zhang et al
Score("life of Pi", m‘:: @film directed_by Lol Pl @fimdirected by “Anglee” @fim.directed by
@film.directed by,"Ang Lee") -mf( ) a.f . : + aif (000 o Q)
O S
ww
S
*v _/
’)B Q\o 2-" ..............................................................................................................................................
= Cagy .e
' IMDB.—FUI Cast & (.,few* : IMDB:"Full IMDB:
ed{ ) m " 3Gt & Coow Nuoecwtivn Diverton. A N00N
"Life of PIO """"""""" .33' Mg Les
?— ;Ms_‘ = Predicates between the Entity Pair
%/_ . |MDB erculv 3 ‘. 8 "’eqo'
%, \ Director" ‘;
%\ o\
e\ =\
%\ &t Alignment between
BN '

existing relations and
predicted relation

Consistency between

object’s neighbors and
predicted relation

. NAACL'19]



OpenKl: relation inference for OpenlE Zhang et al.. NAACL'19)

Models All data | At least one seen
Rowless Model 0.278 0.282
OpenKI with Dual Att. 0.365 0.419

and OpenKI on ReVerb + Freebase (/film) dataset.

Consider
neighbors help

%]‘able 5: Mean average precision (MAP) of Rowless



OpenKI: relation inference for OpenlE Zhang et al.. NAACL19]

20 - il Film Act Film
s \WhRer

Director

o 1 Keywords/
10 Themes

.Imovie::"TWa’_ tv_sei i

.tv.tv _producer.tv_episodes_produced>

(stv.tv_director.episodes_directed>
.mctv::"MPAA Rating:*

‘tv.tv_character.appeared_in_._t;i'gvgrga%‘;e'pmgrams>
.ﬁlm.producenfilm>
—10 A P

.ﬁlm.director.ﬁlm>
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Schema mapping vs. universal schema

Granularity

Expressiveness

Signals

Results

Community

Schema matching

Column-level decision

Mainly 1:1 mapping

Name, description, type, key,
graph structure, values

Accu: 70-90%

Database

Universal schema

Cell-level decision

Allow overlap,
subset/superset, etc.

Values

MRR=~0.3, Hits@10=~0.5

NLP



Challenges in applying deep learning on SM

e How can we combine techs from schema matching and universal
schema?

Leverage knowledge by inference

Leverage knowledge on types

Rowless




Recipe for schema alighment

e Problem definition: Align attributes Data Extraction

\ 4

with the same semantics

Schema Alignment

|
|

¥
Entity Linkage }
|

o Interactive semi-
‘f.fReady ;5

o DL-based universal schema

automatic mapping

revived the field

X 2

Data Fusion

e Short answers e {
o Combine schema matching and {

universal schema for future



Today’s agenda

e Partll. ML for DI

o ML for data fusion

Data Extraction

| |

¥
{ Schema Alignment }
| |
| |

X 2

Entity Linkage

. 4

Data Fusion




What is data fusion?

e Definition: Resolving conflicting data and verifying facts.

e Example: “OK Google,How long is the Mississippi River?”

Mississippi River
River in the United States of America

Mississippi River / Length 4.2 %% %% 400 Google reviews

The Mississippi River is the chief river of

the second-largest drainage system on the

North American continent, second only to
the Hudson Bay drainage system.
Wikipedia

2,320 mi

Discharge: 593,000 cubic feet per second

Basin area: 1.151 million mi?
People also search for Source: Lake Itasca
Mouth: Gulf of Mexico

Country: United States of America

Missouri River Nile

. 2.341Kmi 4.258K mi
= &

second-longest river in the US (2,202 mi).
wikipedia.org

Did you know: The Mississippi River is the

Mississippi River Facts - Mississippi National River and Recreation ...

https://www.nps.gov/miss/riverfacts.htm ~

Nov 14, 2017 - The staff of ltasca State Park at the Mississippi's headwaters suggest the main stem of the
river is 2,552 miles long. The US Geologic Survey has published a number of 2,300 miles, the EPA says
it is 2,320 miles long, and the Mississippi National River and Recreation Area suggests the river's length

is 2,350 miles.

LUNYUDL AN IBLGIH 1IVEIS Ul LIS UIHINGU JLaus

g M W
Name ® Mouth®) Length ® Szurco nn * :mh i ¢ amr:’a't;:d
< coor area-
2,341 mi 45°55'39"N 38°48°49°N ey
’ m ¢ & 9 1
Missouri River | Mississippi River L ettty 4 w4 1,371,017 km?15]
3,768 km! '3 111°30720"WI4 | 90°07°11"W 02
E2Re 47°14'22"N 29°09°04"N 1280000 t,
<<<<< i 17) g oS [19]
Mississippi River | Gulf of Mexico 3.5‘3;44 kml*7] s | s 3,270,000 km?/19]

4

4Ins)

®

Discharge''?) o

69,100 ft¥s

1,956 m¥is

n3)

650,000 fi¥/s
18,400 m¥s

States, provinces, and image!I('!!

Montana®, North Dakota, South Dakota, Nebraska, lowa,

Kansas, Missouri™

[ — |

Minnesota®, Wisconsin, lowa, lllinois, Missouri,

Kentucky, Tennessee, Arkansas, Mississippi, Louisiana™




The basic setup of data fusion

Source Observations

True Facts
River Attribute Value
Mississippi
?
River Length .

/

Missouri River

Length /

Source River Attribute Value
KG Mississippi River Length 2,320 mi
KG Missouri River Length 2,341 mi
Wikipedia P Mississippi River Length 2,202 mi
Wikipedia/ Missouri River Length 2,341 mi
USGS Mississippi River Length/__;. 2,340 mi
USGS Missouri River /@ch 2,540 mi

Fact

Source reports
a value for a fact

Conflicting value

|

Fact’s true value

Goal: Find the latent
true value of facts.




The basic setup of data fusion

Source Observations

True Facts
River Attribute Value
Mississippi
?
River Length .

/

Missouri River

Length /

Source River Attribute Value
KG Mississippi River Length 2,320 mi
KG Missouri River Length 2,341 mi
Wikipedia P Mississippi River Length 2,202 mi
Wikipedia/ Missouri River Length 2,341 mi
USGS Mississippi River Length/__;. 2,340 mi
USGS Missouri River /@ch 2,540 mi

Fact

Source reports
a value for a fact

Conflicting value

|

Fact’s true value

Idea: Use redundancy to infer
the true value of each fact.




Majority voting for data fusion

Source Observations

Source River Attribute Value
KG Mississippi River Length 2,320 mi
KG Missouri River Length 2,341 mi

Wikipedia Mississippi River Length 2,202 mi
Wikipedia Missouri River Length 2,341 mi
USGS Mississippi River Length 2,340 mi
USGS Missouri River Length 2,540 mi

Majority voting can be limited. What if sources

are correlated (e.g., copying)?
Idea: Model source quality for accurate results.

True Facts
River Attribute Value
Mississippi
?
River Length .
Missouri River Length 2,341
- @ e

LR

MV’s assumptions
1. Sources report values independently
2. Sources are better than chance.



40 years of data fusion (beyond majority voting)

Dawid-Skene model Probabilistic Graphical Models
e Model the error-rate of sources e Use of generative models
e Expectation-maximization e Focus on unsupervised learning
~1996 (Rule-based) ¢ 2016 (Deep ML)

Deep learning
e Use Restricted Boltzmann
Machine; one layer
version is equivalent with
Dawid-Skene model
e Knowledge graph
embeddings

(Statistical learning) Domain-specific Strategies
Keep all values

Pick a random value
Take the average value
Take the most recent value



A probabilistic model for data fusion

e Random variables: Introduce a latent random variable to represent the true
value of each fact.

e Features: Source observations become features associated with different
random variables.

e Model parameters: Weights related to the error-rates of each data source.
error-rate scores
»/_(model parameters)

1 /
P(Fact = v|data) = ~ €Xp Z Z oo - 1[S reports Fact = v']

N s € Sources v/ € Values
Normalizing constant

v _ Error-rate of Source S Error-rate = probability that a source
Os =108 provides value v'instead of value v

1 — Error-rate of Source S



The challenge of training data

e How much data do we need to train the data fusion model?
e Theorem: We need a number of labeled examples proportional to the number of

sources [Ng and Jordan, NIPS’01]

e Model parameters: Weights related to the error-rates of each data source.

But the number of sources can be in the thousands or
millions and training data is limited!

Idea: Leverage redundancy and use unsupervised learning.



The Dawid-Skene Algorithm [pawid and Skene, 1979]

lterative process to estimate data source error rates

1. Initialize “inferred” true value for each fact (e.g., use majority
vote)

2. Estimate error rates for workers (using “inferred” true values)
3. Estimate “inferred” true values (using error rates, weight

source votes according to quality)

4. Go to Step 2 and iterate until convergence

Assumptions: (1) average source error rate < 0.5, (2) dense source observations, (3) conditional independence

of sources, (4) errors are uniformly distributed across all instances.



Probabilistic Graphical Models

 Bayesian Networks (BNs)
Local Markov Assumption: A variable X is independent of its

non-descendants given its parents (and only its parents).

* Recipe for BNs

Set of random variables X
Directed acyclic graph (each X[i] is a vertex)

Conditional probability tables P(X |Parents(X)) Xl

* Joint distribution: Factorizes over conditional probability tables




Probabilistic Graphical Models

* Where do independence assumptions come from?

Causal structure captures domain knowledge

* The flu causes sinus o "
inflammation . T o

SHE

* Allergies also cause
sinus inflammation

e Sinus inflammation
causes a runny nose

* Sinus inflammation
causes headaches

[Example by Andrew McCallum]



Probabilistic Graphical Models

Factored joint distribution

P(F, A, S, R, H) - \ J - \ /
= P(F) \¢x/_ o
P(A) s FA) [ SE
P(S| F A) / \
P(R ] S) RIS) (wn ) PHIS) [
P(H | S) N

[Example by Andrew McCallum]



Probabilistic Graphical Models for data fusion

Source
Example: Quality

source claims

Setup: ldentify true
—

Entity (Movie) | Attribute (Cast) Source
Harry Potter | Daniel Radcliffe IMDB
Harry Potter Emma Waston IMDB
@ Harry Potter Rupert Grint IMDB
Harry Potter | Daniel Radcliffe Netflix
E Harry Potter | Daniel Radcliffe | BadSource.com
—=F Harry Potter Emma Waston | BadSource.com
Prior truth [zZhao et al., VLDB 2012] Harry Potter Johnny Depp BadSource.com
Pirates 4 Johnny Depp Hulu.com
probability

Extensive work on modeling source observations and source
interactions to address limitations of basic Dawid-Skene.



Probabilistic Graphical Models for data fusion

Modeling both source quality and

@ @ extractor accuracy
KIS

\ /

\_/

DIEOSOIR = ®
[Zhao et al., VLDB 2012] @ @

[Dong et al.,, VLDB 2015]
Extensive work on modeling source observations and source
interactions to address limitations of basic Dawid-Skene.

Wi




Probabilistic Graphical Models for data fusion

Be % Be

e CRP(a)
|

CRP(v)
Br
ap CRPd ( a)
gd
= |

N
Br
o) (@ D—
o

Modeling source 5
dependencies

o

[Platanios et al., ICML 2016]

Extensive work on modeling source observations and source
interactions to address limitations of basic Dawid-Skene.



PGMs in data fusion (i et al., viLDB 14]

Table 6: Summary of data-fusion methods. X indicates that the method considers the particular evidence.

Source

Item

Value

Value

Value

Cagory MG LTS trustworthiness | trustworthiness | Popularity | similarity | formatting Copymg
Baseline Vote X
HUB X X
Web-link AVGLOG X X
based INVEST X X
POOLEDINVEST X X
2-ESTIMATES X X
IR based 3-ESTIMATES X X X
COSINE X X
TRUTHFINDER X X X
. ACCUPR X X
Baycsian based POPACCU X X X
ACCuSIM X X X
ACCUFORMAT X X X X
Copying affected AccuCory X X X X X

Bayesian models capture source observations and source interactions.




PGMs in data fusion (L et al., viDB'14]

Stock Flight
Category Method prec w. | prec w/o. | Trust | Trust || prec w. | prec w/o. | Trust | Trust
trust trust dev diff trust trust dev diff
Baseline Vote - 908 - - - 864 - -

HUB 013 907 J1 .08 939 857 2 14

Web-link AVGLOG 910 .899 17 -.13 919 .839 24 001
based INVEST 924 764 39 -.31 945 754 .29 -.12
POOLEDINVEST 924 856 1.29 | 0.29 945 921 17.26 | 7.45

2-ESTIMATES 910 903 35 -.14 87 754 46 -.35

IR based 3-ESTIMATES 910 905 16 -.15 87 708 95 -.94
COSINE 910 900 21 -17 .87 791 A48 -41

TRUTHFINDER 923 911 15 12 957 793 25 16

ACCUPR 910 .899 14 -11 91 868 16 -.06

PoPACCU 909 .892 14 -.11 958 925 17 -.11

Bayesian AccuSim 918 913 17 -.16 903 844 k) -.09
based ACCUFORMAT 918 911 17 -.16 903 844 2 -.09
ACCUSIMATTR 950 929 17 -.16 952 833 19 -.08
ACCUFORMATATTR 948 930 % -.16 952 833 .19 -.08

Copying affected AccuCory 958 892 28 -.11 960 943 16 -.14

Modeling the quality of data sources leads to improved accuracy.




DlSC rlmlnatlve data fLISIOn [SLiMFast Rekatsinas et al., SIGMOD’17]

Limit the informative parameters of the model by using domain knowledge and
use semi-supervised learning
Key Idea: Sources have (domain specific) features that are indicative of error rates

Example: o .
newly registered similar to existing domain

traffic statistics
text quality (e.g., misspelled words, grammatical errors)

sentiment analysis

avg. time per task
number of tasks

® market used



Discriminative data fusion [SLiMFast Rekatsinas et al., SIGMOD’17]

Fact value reported

O
O

Features describing a
data source

by a Source

\

Model
parameters

Unknown
true value
of a fact

0.8 : :
SLiMFast is | |
25% more —>
> : ‘
o 07 accurate :
S | s
Q ‘
< 06
0.5 1 ’ :
1% 5% 10% 20%
Percentage of data used for training
T SLiMFast & | R o ACCU ¥ MV

Genomics data: 2.7k sources (articles), 571 objects (gene-
disease), 4 domain features (year, citation, author, journal)



Data fusion and Deep Learning [shaham et al., icMU16)

Theorem: The Dawid and Skene model is equivalent to a Restricted Boltzmann
Machine (RBM) with a single hidden node.

H? .
H} ‘] .
% i
Dawid and Skene model. A RBM with d visible and m Sketch of a two-hidden-layer

hidden units. RBM-based DNN.

When the conditional independence assumption of Dawid-Skene does not hold, a

better approximation may be obtained from a deeper network.



Data fusion for complex data

Spock Science Fiction Obi-Wan Kendbi j-th entity
$ ! Z-th
i-th <‘/\> entity
entity o| | N
B

:|I> k-th | A
played characterIn genre  genre characterIn played relation

[og
1 ]f"th
starredIn starredIn \ / R

Leonard Nimoy Star Trek  Star Wars Alec Guinness Y

Knowledge Graph Embeddings [Survey: Nicket et al., 2015]

A knowledge graph can be encoded as a tensor.



Data fusion for complex data

J-th entity
; i 1-th
—th 1 .
en7iity ol | SRy o
o

k-th | A
relation
(og
k-th
\/ relation
Y

sub}ect object predvicate

Knowledge Graph Embeddings [Survey: Nicket et al., 2015]

Neural networks can be used to obtain richer
representations.



Data fusion for complex data

i Head entity
h

Relationship

Tail entity

-
Enfity and Relation Space

e Transk: score(h,nt)=-[h+t|[, ,
e Hot field with increasing interest
[Survey by Wang et al., TKDE 2017

Example: Learn embeddings from IMDb data
¢ and identify various types of errors in WikiData
[Dong et al., KDD’18]

Subject Relation Target Reason
The Moises Padilla ey César Amlgo Line e
Story Aguilar
Bajrangi Bhaijaan writtenBy 8 g(l.)nlgﬁney Wrong relationship
Piste noire writtenBy Jalil Naciri Wrong relationship
Enter the Ninja musicComposedBy Michael Lewis Linkage error
. Ss;f)er‘;?lfe of musicComposedBy Hal Hartley Cannot confirm




Challenges in data fusion

® There are few solutions for unstructured data. Mostly work on fact
verification [Tutorial by Dong et al., KDD 2018]. Most data Fusion
solutions assume data extraction. Can state-of-the art DL help?

e Using training data is key and semi-supervised learning can significantly
Improve the quality of Data Fusion results. How can one collect training
data effectively without manual annotation?

e \We have only scratched the surface of what representation learning
and deep learning methods can offer. Can deep learning streamline
data fusion? What are its limitations?



Recipe for data fusion

e Problem definition: Resolve conflicts |
Data Extraction

| J
- ? { Schema Alignment }

| |

| |

and obtain correct values

® Short answers

o Reasoning about source

quality is key and works for easy cases
o Semi-supervised learning has shown

BIG potential

o Representation learning provides
positive evidence for streamlining data
fusion.

X 2

Entity Linkage

. 4

Data Fusion




DI & ML as Synergy

e ML for effective DI: AUTOMATION, AUTOMATION, AUTOMATION
o Automating DI tasks with training data
o Ensemble learning and deep learning provide promising solutions
o Better understanding of semantics by neural network

e DI for effective ML: DATA, DATA, DATA
o The software 2.0 stack is data hungry
o Create large-scale training datasets from different sources
o Cleaning of data used for training



Dl and ML: A natural synergy

e Data integration is one of the oldest problems in data management

e T[ransition from logic to probabilities revolutionized data integration
o Probabilities allow us to reason about inherently noisy data
o Similar to the Al-revolution in the 80s [https://vimeo.com/48195434]

e Modern machine learning and deep learning have the power to
streamline DI


https://vimeo.com/48195434

Revisit: recipe for data extraction

® Problem definition: Extract structure Data Extraction

L 2

Schema Alignment }

from semi- or un-structured data

o Wrapper induction

#5 fProduction \
[\ Ready /&

has high prec/rec =
o Distant supervision is critical for

X 2

Entity Linkage

X 2

Data Fusion

collecting training data

® Short answers {
o DL effective fortexts and LR is {

often effective for semi-stru data



Revisit: recipe for schema alignment

e Problem definition: Align attributes
with the same semantics

e Short answers aad
o Interactive semi-
] ] =\ Ready /
automatic mapping =
o DL-based universal schema
revived the field
o Combine schema matching and
universal schema for future

|
|
K
|

Data Extraction

\ 4

Schema Alignment

X 2

Entity Linkage

X 2

Data Fusion

|
|
|
|




Revisit: recipe for entity linkage

e Problem definition: Link references to Data Extraction

L 2

{ Schema Alignment

the same entity

e Short answers PPeee
o RF w. attribute-
L AReady /

similarity features
o DL to handle texts and noises

|
|

¥
Entity Linkage }
|

o0 End-to-end solution is future work

X 2

Data Fusion




Recipe for data fusion

e Problem definition: Resolve conflicts |
Data Extraction

| J
- ? { Schema Alignment }

| |

| |

and obtain correct values

® Short answers

o Reasoning about source

quality is key and works for easy cases
o Semi-supervised learning has shown

BIG potential

o Representation learning provides
positive evidence for streamlining data
fusion.

X 2

Entity Linkage

. 4

Data Fusion




Credits

* Luna Dong Xin
* Theo Rekatsinas
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