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Data curation and RAGs: outline

• Data curation and preparation for DB/ML

• Data parsing

• Data cleaning

• Data labeling

• Retrieval Augmented Generation (RAG)



• Collect raw data
• Collect labels
• …

Data 
Acquisition

Data
Preparation

• Data cleaning
• Data augmentation
• …

• Model Selection
• Hyperparameter 

Tuning
• Training models
• ..

Model 
Developmen
t

Model
Evaluation

• Making prediction
• Evaluating model 

performance
• …

The ML lifecycle

[ 1 ] Sculley, David, et al. "Hidden technical d e b t in machine learning systems." NeurIPS 2 0 1 5

“Only a fraction of real-world ML systems is composed of ML code” [1] 

ML ≈ Model + Data



Data is the bottleneck

https://www.techspot.com/news/98600-chatgpt-powered-hidden-army-contractors-making-15-hour.html

ML ≈ Model + Data

Model is gradually commoditized
• Transformers for “all” tasks
• Out-of-the-box invocation of ML libraries gives decent results

Data remains the bottleneck
• Collecting and storing raw data is becoming cheaper
• Turning them into ML-ready datasets is not

http://www.techspot.com/news/98600-chatgpt-powered-hidden-army-contractors-making-15-hour.html


• Parsing: unstructured >> structured data

• Common approaches:
• Rule based parsing: regex, HTML tags
• Computer-vision-based parsing
• NLP based parsing
• LLM based parsing

Parsing unstructured data



• Using per-template, pre-defined rules
• E.g., name = row 2 char 4 to char 10
• Pixel(10, 10) to Pixel(100, 200)
• Search keyword = “Zip Code”

• How to define the rules? 
• Manual scripting (when there IS a template)
• For dynamic/noisy inputs: 
    ML based vision, NL solutions 

Rule-based parsing

Handwritten

Template



Parsing unstructured data

Example from LlamaParse

More complex parsing: 

• Tables, figures, charts

• Complex layouts

• Large multi-modal models



Zhang et al. Document Parsing Unveiled: Techniques, Challenges, and Prospects for Structured Information Extraction. arXiv 2410.21169v2

Computer-vision-based parsing

CV-based parsing uses pretrained models to extract structural information from images 



Computer-vision-based parsing

Layout analysis

Some tasks use standalone, specific models:
• Layout analysis (extract bounding boxes)
• Optical Character Recognition (OCR)
• Math formula recognition (OCR)
• Table and chart recognition



Computer-vision-based parsing

Table recognition

Chart recognition



• Common text pre-processing

• Cleaning (removing words like stopwords, emojis, punctuation, etc.) 

• Normalization 

• Lemmatization & stemming

• Tools: Regex, NLTK, spaCy, OpenNLP

NL-based data parsing



• Segmentation & tagging
• Some useful applications: detecting title etc.

NL-based data parsing



• Segmentation & tagging
• Some useful applications: detecting title etc.

• Name entity recognition
• Person: Steve Jobs
• Company: Apple
• Location: California
• Column names often use entity names

NL-based data parsing



• Segmentation & tagging
• Some useful applications: detecting title etc.

• Name entity recognition
• Person: Steve Jobs
• Company: Apple
• Location: California
• Column names often use entity names

• Extraction (column = value)
• Rule-based
• RAGs (later)

NL-based data parsing



• Complex layout
• Complex tables
• Noisy data
• Variance

Real documents are complex



• One model for all? 
• Large multi-modal models, e.g., GPT-4o

• Drawbacks: 
• Expensive
• Hard to instruct

LLM-based parsing



LLM-based parsing

https://jina.ai/news/readerlm-v2-frontier-small-language-model-for-html-to-markdown-and-json

• One model for all? 
• Large multi-modal models, e.g., GPT-4o

• Expensive
• Hard to instruct

• Small Language Models (SLMs)
• Small = cheap
• Instruction tuned for data parsing
• E.g., ReaderLM-v2 from Jina AI 



• No single method can guarantee 100% correct
• Hard to verify

• There are ML/AI solutions to alleviate these problems
• Human-in-the-loop systems and applications design
• Multi-agent framework to cross validate
• Active learning to reduce annotation
• Synthetic data generation to improve parsing robustness

There is no free lunch



Data curation and RAGs: outline

• Data curation and preparation for DB/ML

• Data parsing

• Data cleaning

• Data labeling

• Retrieval Augmented Generation (RAG)



Reading: From Cleaning Before ML to Cleaning For ML

Data cleaning and ML

Cleaning "before" ML:
• Perform cleaning independently of the downstream ML applications; 

leverage user-specified signals or data-driven approaches
• Example: HoloClean: Holistic Data Repairs with Probabilistic Inference

• Also an example of using ML for data cleaning

http://sites.computer.org/debull/A21mar/p24.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf


Reading: From Cleaning Before ML to Cleaning For ML

Data cleaning and ML

Cleaning "for" ML:
• Leverage the downstream ML model or application to define cleaning

signals that incorporates high-level semantics
• Why is this a good idea?

• Clean datasets that contain fully correct attributes are rarely available
• Data cleaning can sometimes negatively impact the performance of ML models

• CleanML: A Study for Evaluating the Impact of Data Cleaning on ML 
Classification Tasks

• Example: BoostClean: Automated Error Detection and Repair for Machine
Learning

http://sites.computer.org/debull/A21mar/p24.pdf
https://arxiv.org/abs/1904.09483
https://arxiv.org/abs/1904.09483
https://arxiv.org/pdf/1711.01299.pdf
https://arxiv.org/pdf/1711.01299.pdf


Common data problems

Incomplete

Adapted from Intro to Data Cleaning lecture from Xu Chu



Common data problems

Inconsistent



Common data problems

Inaccurate



Common data problems

Outliers



Common data problems

Bias

Model amplif ies data biases 
Example:  Buolamwini  and Gebru 
(2018).  Gender Shades



Dirty data is costly

▪ Address errors caused 6.8 billion 
undelivered mails in 2013

▪ Estimated $1.5 billion spent on processing
▪ At least $3.4 billion wasted postage



Data cleaning for structured data

• Detect and repair errors in a structured dataset
• Discovering denial constraints. [VLDB’13]
• HoloClean: Holistic Data Repairs with Probabilistic Inference. [VLDB’17]

• Data cleaning and machine learning
• Cleaning before ML
• Cleaning for ML

http://www.vldb.org/pvldb/vol6/p1498-papotti.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf


Two tasks in data cleaning

Quality
Rules

Error
Detection

Error
RepairErrors

Rule
Mining

Data

• Detection: A minimal set of cells that cannot coexist together

• Repair: A set of cell updates to resolve the violations



Data quality rules

R1: Two persons with the same ZIP live in the same ST

Name ID LVL ZIP ST SAL

Alice ID1 5 10001 NM 90K

Bob ID2 6 87101 NM 80K

Chris ID3 4 10001 NY 80K

Dave ID4 1 90057 CA 20K

Frank ID5 90057 CA 50K

𝑡1

𝑡2

𝑡3

𝑡4

𝑡5



Data quality rules

R2: LVL should not be empty

Name ID LVL ZIP ST SAL

Alice ID1 5 10001 NM 90K

Bob ID2 6 87101 NM 80K

Chris ID3 4 10001 NY 80K

Dave ID4 1 90057 CA 20K

Frank ID5 90057 CA 50K

𝑡1

𝑡2

𝑡3

𝑡4

𝑡5



Data quality rules

R3: People with a higher LVL earn more SAL in the same ST

Name ID LVL ZIP ST SAL

Alice ID1 5 10001 NM 90K

Bob ID2 6 87101 NM 80K

Chris ID3 4 10001 NY 80K

Dave ID4 1 90057 CA 20K

Frank ID5 90057 CA 50K

𝑡1

𝑡2

𝑡3

𝑡4

𝑡5



Rule-based data cleaning

Data

Name ZIP ST

Alice 10001 NM

Bob 87101 NM

Chris 10001 NY



Quality
Rules

Rule
Mining

Data

Two persons with the same

ZIP live in the same ST

Name ZIP ST

Alice 10001 NM

Bob 87101 NM

Chris 10001 NY

Rule-based data cleaning



Quality 
Rules

Error
Detection Errors

Rule
Mining

Data

Two persons with the same

ZIP live in the same ST

35
Adapted from Intro to Data Cleaning lecture from Xu Chu

Name ZIP ST

Alice 10001 NM

Bob 87101 NM

Chris 10001 NY

Rule-based data cleaning



Quality 
Rules

Error
Detection

Error
RepairErrors

Rule
Mining

Data

Two persons with the same

ZIP live in the same ST

NM

Name ZIP ST

Alice 10001 NY

Bob 87101 NM

Chris 10001 NY

Rule-based data cleaning



Discovering denial constraints [VLDB’13]

Quality 
Rules

Error
Detection

Error
RepairErrors

Rule
Mining

Data

Can ask a domain expert, but takes too much time
Automatically discover quality rules in the form of Denial Constraints

R1: Two persons with the same ZIP live in the same ST

∀𝑡𝛼, 𝑡𝛽 ¬(𝑡𝛼. 𝑍𝐼𝑃 = 𝑡𝛽. 𝑍𝐼𝑃 ∧ 𝑡𝛼. 𝑆𝑇 ≠ 𝑡𝛽. 𝑆𝑇)



Examples of discovered DCs

On a tax dataset

∀𝑡𝛼 ¬(𝑡𝛼. 𝑆𝑇 = “FL” ∧ 𝑡𝛼. 𝑍𝐼𝑃 < 30397)

State Florida’s ZIP code cannot be lower than 30397.

∀𝑡𝛼 ¬(𝑡𝛼. 𝑀𝑆 ≠ “Single” ∧ 𝑡𝛼. 𝑆𝑇𝑋 ≠ 0)
One has to be single to have any single tax exemption.

∀𝑡𝛼, 𝑡𝛽 ¬(𝑡𝛼. 𝑆𝑇 = 𝑡𝛽. 𝑆𝑇 ∧ 𝑡𝛼. 𝑆𝐴𝐿 < 𝑡𝛽. 𝑆𝐴𝐿 ∧ 𝑡𝛼. 𝑇𝑅 > 𝑡𝛽. 𝑇𝑅)

There cannot exist two persons who live in the same state, but one person earns less salary 
and has higher tax rate at the same time.



HoloClean: Holistic Data Repairs with Probabilistic Inference

Probabilistic model that unifies different signals for repairing a dataset.

[VLDB’17]

http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf


Functional dependencies

Bohannon et al., 2005, 2007; Kolahi and Lakshmanan , 2005; 
Bertossi et al., 2011; Chu et al., 2013; 2015 Fagin et al., 2015

Constraints and minimality



Functional dependencies

Action: Fewer erroneous than correct cells; perform minimum 

number of changes to satisfy all constraints

Constraints and minimality



Functional dependencies

Error; correct 
zip code is 
60608

Constraints and minimality

Does not fix errors and introduces new ones.



External list of addressesMatching dependencies

Fan et al., 2009; Bertossi et al., 2010; Chu et al., 2015

External information



External list of addressesMatching dependencies

Action: Map external information to input dataset using matching 

dependencies and repair disagreements

External information



External information
External list of addressesMatching dependencies

External dictionaries may have limited coverage or
not exist altogether



Reason about co-occurrence of
values across cells in a tuple

Estimate the distribution
governing each attribute

Example: Chicago co-occurs with IL

Hellerstein, 2008; Mayfield et al., 2010; Yakout et al., 2013

Quantitative statistics



Quantitative Statistics

Reason about co-occurrence of
values across cells in a tuple

Estimate the distribution
governing each attribute

Again, fails to repair the wrong zip code



Quantitative statistics

Constraints and minimality External data

Combining everything

Different solutions
suggest different repairs



HoloClean: Holistic Data Repairs with Probabilistic Inference [VLDB’17]

http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf


Data curation and RAGs: outline

• Data curation and preparation for DB/ML

• Data parsing

• Data cleaning

• Data labeling

• Retrieval Augmented Generation (RAG)



Data & labels are everything

Data Acquisition Data Labeling Representation Learning 
and Training

A core pain point today, lots of time spent in labeling data.



Training data

● Collecting training data is expensive and slow.
● We are overfitting to our training data. [Recht et al., 2018]

○ Hand-labeled training data does not change
● Training data is the point to inject domain knowledge

○ Modern ML is too complex to hand-tune features and priors

How do we get training data (with labels) more effectively?



Weak supervision

Definition: Supervision with noisy (much easier to collect) labels; prediction on a larger
set, and then training of a model.

Semi-supervised learning and ensemble learning

Examples:

● use of non-expert labelers (crowdsourcing),
● use of curated catalogs (distant supervision)
● use of heuristic rules (labeling functions)



Weak supervision

Definition: Supervision with noisy (much easier to collect) labels; prediction on a larger set, 
and then training of a model.

Related to semi-supervised learning and ensemble learning

Examples: use of non-expert labelers (crowdsourcing), use of curated catalogs (distant 
supervision), use of heuristic rules (labeling functions)

Methods developed to tackle data integration problems are closely related to weak 
supervision.



Learning from crowds [Raykar et al., JMLR’10]

Setup: Supervised learning but instead of gold groundtruth one has access to multiple 
annotators providing (possibly noisy) labels (no absolute gold standard).

Task: Learn a classifier from multiple noisy labels.



Learning from crowds [Raykar et al., JMLR’10]

Example Task: Binary classification

Annotator performance:

Sensitivity (true positive rate) Specificity ( 1 - false positive rate)



Learning:
Model 

parameters
{w, α, β}

EM algorithm to obtain maximum-likelihood estimates.

Example Task: Binary classification

Annotator performance:

Sensitivity (true positive rate) Specificity ( 1 - false positive rate)

Learning from crowds [Raykar et al., JMLR’10]



Snorkel: Code as supervision [Ratner et al., NIPS’16, VLDB’18]



Snorkel: Code as supervision [Ratner et al., NIPS’16, VLDB’18]



Challenges in creating training data

● Richly-formatted data is still a challenge. How can attack weak supervision 
when data includes images, text, tables, video, etc.?

● Combining weak supervision with other data enrichment techniques such as data 
augmentation is an exciting direction. How can reinforcement learning help here 
(http://goo.gl/K2qopQ)?

● How can we combine weak supervision with techniques from semi-
supervised?

http://goo.gl/K2qopQ


Use LLMs to label data? 

● Pretrained LLMs for labelling 

Approve 
credit?



Use LLMs to label data? 

● Pretrained LLMs for labelling 

● Similarly, apply pretraind LLMs in NL, image, video data
● Could be a good idea, but too expensive, and may not work with domain knowledge. 

Also, chicken-and-egg problem in how to get the initial model. 

Approve 
credit?



Use LLMs to label data? 

● Pretrained LLMs for labelling 

● Similarly, apply pretraind LLMs in NL, image, video data
● Could be a good idea, but too expensive, and may not work with domain knowledge 

Also, chicken-and-egg problem in how to get the initial model. 
● Use distilled, fine-tuned model 
● Reorder columns to maximize KV cache reuse

Approve 
credit?

OPTIMIZING LLM QUERIES IN RELATIONAL DATA 
ANALYTICS WORKLOADS. MLSys25’.



Obtaining labelled language data

● Pretrained LLMs that generate NL labels
● Chain-of-thought, or “deep-think” prompting

● Use OpenAI GPT-o1 or DeepSeek-R1 



Obtaining labelled language data

● Pretrained LLMs that generate NL labels
● Chain-of-thought, or “deep-think” prompting

● Use OpenAI GPT-o1 or DeepSeek-R1 
● But LLMs are good at bluffing (hallucinations). How to verify results? 



Obtaining labelled language data

● Verifying LLM generations
● Use human experts (RLHF) > too costly
● Use other LLM(s) or AI agents? Voting, debating, etc. 

Direct Language Model Alignment from Online AI Feedback [arXiv 2024]



Data curation and RAGs: outline

• Data curation and preparation for DB/ML

• Parsing

• Cleaning

• Labeling

• Retrieval Augmented Generation (RAG)



Retrieval Augmented Generation (RAG)

Directly using LLMs faces problems

• Information lag

• Model hallucination

• Hard to incorporate proprietary data



Retrieval Augmented Generation (RAG)

Directly using LLMs faces problems

• Information lag

• Model hallucination

• Hard to incorporate proprietary data

Instead, we need RAG =  

• Retrieval: The user’s request is used to query some 
external info - querying a vector store, a keyword search over 
text, or querying a database. This is to obtain supporting data 
/ context that helps the LLM provide a useful response.

• Augmentation: The supporting data / context is combined 
with the user request, often using a template with instructions 
to the LLM, to create a prompt.

• Generation: The LLM generates a response to the prompt. 





RAG workflow
(Offline) Preprocess

• Chunking documents with simple heuristics (1)

• Compute embeddings w/ a pre-trained model (2)

• Indexing & store the embeddings in a database (2)

(Online) When a user query comes 

• Compute embedding for the user query (3)

• Retrieve relevant embeddings from the database (4)

• Assemble a prompt, send it to LLM for result (5-7)

Example: Ask “How many employees?” to an SEC filing

Credits: devoriales.com

~100 pages, tables, text

“Retrieved” context from the document: 



Drawbacks of RAG

• What if retrieval goes wrong? 
• Raw documents are highly nonstructured

• Documents are too long

• Complex retrieval

• Ranking is wrong

• What if generation goes wrong? 
• Prompt is too complex / long

• Generation doesn’t follow instruction / 
format requirement

 



Looking back on the info retrieval literature

Many IR techniques can be applied to RAG

• Better chunking mechanisms

• Prompt compression

• Learning to rank / re-ranking

• Model selection, finetuning & distillation

• Multi-way retrieval

• Graph RAG

• Combine with full-text search



Better chunking mechanisms

• Besides the simple fix-length chunking, there are many other ways: 

• Overlapping windows to make sure information is captured in some windows

• Structure-aware chunking to avoid breaking in the middle of paragraphs and sentences

• Document based chunking that leverages the document property (Markdown, HTML, LaTeX etc.)

• NLP/Semantic chunking to detect topic changes

• Agentic chucking uses AI agents to decide if a sentence should be added to the previous chunk.



Prompt compression

• More context = more accurate (at cost)

• LLMLingua EMNLP 2023 (Instruction tuning!)

Credits: databricks.com



Prompt compression

• More context = more accurate (at cost)

• LLMLingua EMNLP 2023 (Instruction tuning!)



Learning to rank / re-ranking

• The “retrieval” part can be improved by using 
a learned top-k ranking model (should be 
cheaper than the later LLM)

• Automatic and free labels from previous runs

• Reduces context length requirements 
(improve P@K)

(Ranking) 
feedbacks

Learned top-k 
ranking model



Model selection, finetuning & distillation

• Finetune or distill the generation model in order 
to reduce size, adapt to formatting requirements. 
e.g., collect RAG outputs from Llama 70b and 
send them to finetune Llama 13b

• Or for different queries, use different generation 
models 

• Further, we can propagate the gradients to the 
embedding phrase, and finetune embedding 
models

Finetuned / 
distilled model



Multi-vector retrieval

• Classic RAG falls short for complex, multi-modal datasets

• Use different embedding models for inputs of different modality

Credits: Langchain



Combine with full-text search

• Embedding has “needle-in-the-hay” problem. 

• To improve, RAGs can be combined with full-
text search or external tools (SQL, search 
engine) to boost accuracy 

• Full-text search: BM-25 or LSH. 



Data curation and RAGs

• Data curation and preparation for DB/ML

• Data parsing

• Data cleaning

• Data labeling

• Retrieval Augmented Generation (RAG)



Credits

• Luna Xin Dong, Meta
• Kexin Rong, Galtech
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