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Data curation and RAGs: outline

« Data curation and preparation for DB/ML
« Data parsing
 Data cleaning
 Data labeling

» Retrieval Augmented Generation (RAG)



The ML lifecycle

“Only a fraction of real-world ML systems is composed of ML code” [1]

ML = Model + Data
Model
e Model Selection ) Evaluation

Data
/e Collect raw data ) Preparation

* Collsct labels e Data cleaning * IT—IJ/:ii;parameter e Making prediction
e Data augmentation e Training models e Evaluating model
L . performance
o . e

DEF: \_ Y, Model \_ )
Acquisition Developmen

[1] Sculley, David, et al. "Hidden technical debtin machine learning systems." NeurlPS 2015



Data is the bottleneck

ML = Model +

Model is gradually commoditized U
 Transformers for “all” tasks

* Qut-of-the-box invocation of ML libraries gives decent results

remains the bottleneck

* Collecting and storing raw data is becoming cheaper
* Turning them into ML-ready datasets is not

https://www.techspot.com/news/98600-chatgpt-powered-hidden-army-contractors-making-15-hour.html


http://www.techspot.com/news/98600-chatgpt-powered-hidden-army-contractors-making-15-hour.html

Parsing unstructured data

* Parsing: unstructured >> structured data

UNST

. Llamalndex RUCT

URED

* Common approaches:
DOCSUMO
* Rule based parsing: regex, HTML tags AAlrparser.
° Computer_V|S|On_baSed pars'ng ’pOrSIO Amazon Textract "'Nqnonets

NLP based parsing ® Teport re
LLM based parsing 2
3 def extract emails(text):
4 pattern = r'\b[A-Za-z0-9. %+-]+Ha[A-Za-z0-9.-]+\.[A-Z]|a-z]{2,7}\b’
return re.findall(pattern, text)

6

7 sample text = "Contact us at john.doef@example.com or support@company.org for assistan

8 emails = extract emails(sample text)
9 print(emails)
18




UNITED STATES
SECURITIES AND EXCHANGE COMMISSION
Washington, D.C. 20549

FORM 10-Q

[ (Mark One)
QUARTERLY REPORT PURSUANT TO SECTION 13 OR 15(d) OF THE SECURITIES EXCHANGE ACT OF 1934
e —_— a S e a S I For the quarterly period ended July 1, 2017
l I I I l or
[J TRANSITION REPORT PURSUANT TO SECTION 13 OR 15(d) OF THE SECURITIES EXCHANGE ACT OF 1934
For the transition period from to
Commission File Number. 001-36743

[

Apple Inc.

(Exact name of Registrant as specified in its charter)

* Using per-template, pre-defined rules

(State or other jurisdiction (LR 'S. Employer Identification No.)
of incorporation or organization)

1 Infinite Loop

Indicate by check mark whether the Registrant (1) has filed all reports required to be filed by Section 13 or 15(d) of the Securities Exchange Act of 1934 during the

* E.g., name =row 2 char 4 to char 10 e
3 L ] (Address of principal executive offices) (Zip Code)
(408) 996-1010
. . (Registrant's telephone number, including area code)
* Pixel(10, 10) to Pixel(100, 200
) )
preceding 12 months (or for such shorter period that the Registrant was required to file such reports), and (2) has been subject to such filing requirements for the past 90
days
S h k d =“Zip Code”
e a rC eyWO r I p O e Indicate by check mark whether the Registrant has submitted electronically and posted on its corporate Web site, if any, every Interactive Data File required to be

submitted and posted pursuant to Rule 405 of Regulation S-T (§232 405 of this chapter) during the preceding 12 months (or for such shorter period that the Registrant
was required to submit and post such files)

Yes & No O

Indicate by check mark whether the Registrant is a large accelerated filer, an accelerated filer, a non-accelerated filer, smaller reporting company, or an emerging growth
company. See the definitions of ‘large accelerated filer,” “accelerated filer," “smaller reporting company,” and “emerging growth company” in Rule 12b-2 of the Exchange
Act

Large accelerated filer B Accelerated filer a

* How to define the rules? '«z[ ek Negaey 3
ufnahme r
* Manual scripting (when there IS a template) i T A PSRN Template

* Fordynamic/noisy inputs: Moo, Tkl
. . . Bornamen (Rufname unterjtreichen) 3( ,{,4, 1 fn we Kt'\f
ML based vision, NL solutions i e

@eburtstag und <ort:  A%. 913 1413 ; Qb
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Ramen: IE'&. 4 [‘\,'.,.\911{3
Beruf: o Kfva.p N‘A?‘» /‘.: e ja Vienwariisartisdse
Wobhnung: N (PRR X w4 Al ‘*ﬂ (Phailes sevton  Leva. ";uf.mlu

Handwritten

Penfion, Rame:




Parsing unstructured data

Parsing Results

Original Document

Relationships Between CAP and Financial Performance

The following graphs illustrate how CAP for our NEOs aligns with the Company’s financial performance measures as
detailed in the Pay Versus Performance table above for each of Fiscal 2021, 2022, 2023, and 2024, as well as between the
TSRs of NVIDIA and the Nasdaq100 Index, reflecting the value of a fixed $100 investment beginning with the market
close on January 24, 2020, the last trading day before our Fiscal 2021, through and including the end of the respective

listed fiscal years.

NEO CAP versus TSR
29 $1020
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All information provided above under the “Pay Versus Performance” heading will not be deemed to be incorporated by reference into any filing

of the Company under the Securities Act of 1933, as amended, or the Securities Exchange Act of 1934, as amended, whether made before or

after the date hereof and irrespective of any general incorporation language in any such filing, except to the extent the Company specifically
by

such
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# Relationships Between CAP and Financial Performance

The following graphs illustrate how CAP for our NEOs aligns with the Company's financial
performance measures as detailed in the Pay Versus Performance table above for each of
Fiscal 2021, 2022, 2023, and 2024, as well as between the TSRs of NVIDIA and the Nasdaql00
Index, reflecting the value of a fixed $100 investment beginning with the market close on
January 24, 2020, the last trading day before our Fiscal 2021, through and including the
end of the respective listed fiscal years.

## NEO CAP versus TSR

| Fiscal Year | CEO CAP | Other NEOs Average CAP | NVIDIA TSR | Nasdaql0@ Index TSR |

| | |
| Fiscal 2021 | $79.6 | $27.9 | $207.79 | $141.39 |
| Fiscal 2022 | $105.5 | $38.5 | $365.66 | $158.12 |
| Fiscal 2023 | ($4.1) | ($1.4) | $326.34 | $133.09 |
| Fiscal 2024 | $234.1 | $85.6 | $978.42 | $190.57 |

*Note: Values on right y-axis range from ($20) to $1,120%

## NEO CAP versus Net Income & Non-GAAP Operating Income

| Fiscal Year | CEQO CAP | Other NEOs Average CAP | Net Income | Non-GAAP Operating Income |
| | | | | |
| Fiscal 2021 | $79.6 | $27.9 | $4,332 | $6,803 |
| Fiscal 2022 | $105.5 | $38.5 | $9,752 | $12,690 |
| Fiscal 2023 | ($4.1) | ($1.4) | $4,368 | $9,040 |
| Fiscal 2024 | $234.1 | $85.6 | $29,760 | $37,134 |

*Note: Values on right y-axis range from ($2,000) to $40,000%

All information provided above under the "Pay Versus Performance" heading will not be
deemed to be incorporated by reference into any filing of the Company under the Securities
Act of 1933, as amended, or the Securities Exchange Act of 1934, as amended, whether made
before or after the date hereof and irrespective of any general incorporation language in
any such filing, except to the extent the Company specifically incorporates such
information by reference.

63

Example from LlamaParse

More complex parsing:

Tables, figures, charts
Complex layouts

Large multi-modal models



Computer-vision-based parsing

1
>

Pre-processin — é A
. £ 3 Mathematic
5 Expression Integrate All
Type Classification [:> O - >
doc-to-image > Detection
Garbled Text Detection g
e o Recognition
e ) 5| )
L] .
il | |2 ——
— = [Table Recognition -
5 e o J Combining
B 3 . with bbox
uJ .
Layout Analysis N [ Chart Perception |
/’
{ VLM Decoder
| EF> [ Vision Encoder ] Convert this document to markdown format.

i the mean significance of infarmanien flow from the te par 12 labed werds:

CV-based parsing uses pretrained models to extract structural information from images

Zhang et al. Document Parsing Unveiled: Techniques, Challenges, and Prospects for Structured Information Extraction. arXiv2410.21169v2




Physical Layout Analysis ’

Feature Map |:>
.:‘P [ Graph  Grid ]

lll
x|

o

Logical Layout Analysis J

@ Vision Feature

Computer-vision-based parsing

Table and chart recognition

* Layout analysis (extract bounding boxes)
Optical Character Recognition (OCR)
Math formula recognition (OCR)

Some tasks use standalone, specific models:

(&

@ Semantic Feature

I Position Feature

=

~

| Simple Printed Expressions (SPE)

Sig) = f dx (éni,,dn: - #q&f - .«'.,b*)

o

Mathematical Expression Detection

A=oN,V)eR"" i1)

Inline Expression Detectlon
iz e n

timy

Layout analysis

| Complex Printed Expressions (CPE) |

51
C2

€1
€1
-
—c;

51
-
-
C2

Outline Expression Detection

E
- ‘

‘ Handwritten Expressions (HWE) |

. g Yo Y exp(Ai,/n)
LOYNY A) = —K;h)\g (17 .

Yo exp(Ai/n)

2

| LBDE =£BED = TR 315"

~
I Screen Capture Expressions (SCE) |

log(1/C2)

Mathematical Expression Recognition

log(1/ Cz)

Image

:>

Feature Extraction

Decoder ':D[

RNN or Transformer

Sequence




Computer-vision-based parsing

Based on Row and Column Segmentation

(1 (1]
\Identify Rows & Columns Divide Cells Merge cells ) OCR \%f
(111
Cell-Based / —
— fesseee)
[ [ 5 OO0 5 —2
I o 0]
==  — 24 Y
Cell Detection KeyPoint Detection Cells E HTML / Latex / Markdown

/

Pic-->Seq

Chart recognition

Table recognition

k
Composite Charts Recognition ] CIaSS|fcat|0n
- G ]
- -.‘ M :
: \ 4 ° '.
I )
I I RN ’
: Chart Elements Detection Chart and Caption Connect
: E = Axes [ChartTitie | /—\ Tablel. xxxxx
- E— o I
e ’ Correlation Matching Between
[ Bars * _ Text and Visual Elements
. . — Ch;&;lﬂlle Ch\’;;iﬂ\te
Legend I Fy—e— - — . ‘,‘D D‘"'"
[ =
. N J
Chart Perception
((:’g;;_ [ Data Extraction ] )
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- [ Structure Extraction ] bt




NL-based data parsing

* Common text pre-processing

* Cleaning (removing words like stopwords, emojis, punctuation, etc.)

* Normalization

original_word stemmed_word

. . . 0 trouble troubl
* Lemmatization & stemming
1 troubled troub
* Tools: Regex, NLTK, spaCy, OpenNLP 2 troubles troubl
3 troublemsome troublemsom

sample = "Hello @gabe flomo @&, I still want us to hit that new sushi spot??? LM
K when you're free cuz I can't go this or next weekend since I'll be swimming!!!
#sushiBros #rawFish #& "

print(pipeline(sample))

# output”
hello still want us hit new sushi spot lmk free cuz cant go next weekend since 1

11 swim"



NL-based data parsing

* Segmentation & tagging
 Some useful applications: detecting title etc.

Sentence Segmentation

Hello world. This blog post is about
sentence segmentation. It is not always

Y Y2 Y3 Ya Ys
r l I | l

[ Part of Speech Tagger ) easy to determine the end of a sentence.
| | l | l One difficulty of segmentation is periods
Janet will back the bill that do not mark the end of a sentence.

An ex. is abbreviations.

L

X, X, Xy R, A

« Hello world.

« This blog post is about sentence segmentation.

« Itis not always easy to determine the end of a sentence.

« One difficulty of segmentation is periods that do not mark the end of a sentence.
* An ex. is abbreviations.



NL-based data parsing

* Segmentation & tagging
 Some useful applications: detecting title etc.

The has claimed responsibility for a suicide bomb blast in the

* Name entity recognition
* Person: Steve Jobs
e Company: Apple

* Location: California TURISiaR = capital [EaREHEH the s
 Column names often use entity names )
said on [Tl militaht ] wearing

an blew himself up in Tunis woc



NL-based data parsing

* Segmentation & tagging
 Some useful applications: detecting title etc.

The has claimed responsibility for a suicide bomb blast in the

* Name entlty recognltlon

* Person: Steve Jobs
e Company: Apple
* Location: California Tunisian < capital learlier this week

 Column names often use entity names ” |
said on [THUFSday
an blew himself up in TuRis wc

militant - wearing

* Extraction (column =value)

* Rule-based
 RAGs (later)



Real documents are complex

* Complex layout
* Complex tables
* Noisy data

* Variance

e LL.ompany Is subject to various legal proceedings and claims that have arisen in the ordinary course of business and that have
not been fully adjudicated, as further discussed in Part I, Item 1 of this Form 10-Q under the heading “Legal Proceedings” and in
Part Il, ltem 1A of this Form 10-Q under the heading “Risk Factors.” In the opinion of management, there was not at least a
reasonable possibility the Company may have incurred a material loss, or a material loss in excess of a recorded accrual, with
respect to loss contingencies for asserted legal and other claims. However, the outcome of litigation is inherently uncertain.
Therefore, although management considers the likelihood of such an outcome to be remote, if one or more of these legal matters
were resolved against the Company in a reporting period for amounts in excess of management's expectations, the Company's
consolidated financial statements for that reporting period could be materially adversely affected.

Apple Inc. | @3 2017 Form 10-Q | 18

Apple Inc. v. Samsung Electronics Co., Lid., et al.

On August 24, 2012, a jury returned a verdict awarding the Company $1.05 billion in its lawsuit against Samsung Electronics Co.,

Ltd. and affi Ilated parhes in the United States District Court, Northern District of California, San Jose Division. On March 6, 2014, the
District Court entered final judgment in favor of the lEompanw,.r in the amount of apprommately $930 million. On May 18, 2015= the
U.S. Court of Appeals for the Federal Circuit affirmed in part, and reversed in part, the decision of the District Court. As a result, the
Court of Appeals ordered entry of final judgment on damages in the amount of approximately $548 million, with the District Court to
determine supplemental damages and interest, as well as damages owed for products subject to the reversal in part. Samsung paid

Three Months Ended Nine Months Ended
July 1, June 25, July 1, June 25,
Comprehensive Income Components Financial Statement Line ltem 2017 2016 2017 2016
Unrealized (gains)/losses on derivative instruments:

Foreign exchange contracts Revenue 4 (148) $ (131) % (657) % (785)
Cost of sales (73) 106 (630) (419)
Other income/(expense), net (364) (112) (127) {123)
Interest rate contracts Other income/{expense), net — 3 3 10
(585) (134) (1,411) (1,317)
Unrealized (gains)/losses on marketable securities Other incomef(expense), net (48) (20) (37) 129

Total amounts reclassified from AQCI $ (633) % (154) $ (1,448) % (1,188)




LLM-based parsing

# Note 7 - Shareholders’ Equity

## Dividends

* One model for all?
° La rge mult'-modal mOdelS, e.g.’ GPT_4O The Company declared and paid cash dividends per share during the periods presented as follow:

Note 7 - Shareholders’ Equity . .
Dividends #HE 2017

The Company declared and paid cash dividends per share during the periods presented as follows

* EXxpensive
 Hard to instruct

By | Quarter | Dividends Per Share | Amount (in millions) |
e e oo e o |
2017
Third T -
s . oS o | Third quarter | $0.63 | 3,281 |
First quarter
I'?mz-):-lcashdividendsdeclareclandpald 3 ?:; $ ;Zﬁ | Second quarlter\ | $B'57 | $21988 |
o | First quarter | $@.57 | $3,042 [
::::";::::’ $ — _— | **Total cash dividends declared and paid** | **§1.77%% | #¥gg, 311%* |
Second quarter 0.52 2,879
First quarter 0.52 2,808
Total cash dividends declared and paid $ 218§ 11,965 Ht# 2016:
Future dividends are subject to declaration by the Board of Directors. | QUaPteP I DiVidendS Per Shalﬂe | AmOUnt (ln millions) |
e y [E—— R — [ — |
arse Into markdown | Fourth quarter | $8.57 | $3,071 |
| Third quarter | $0.57 | $3,117 |
. Second quarter 0.52 2,879
» Drawbacks: | : > e |
| First quarter | $0.52 | $2,898 |
|

**Total cash dividends declared and paid** | **$2.18%* | **411,6965%* |

Future dividends are subject to declaration by the Board of Directors.

ChatGPT-40



LLM-based parsing

IREADER —
Regex/heuristics

Extract main HTML content, removing Readability lib
sidebars, nav bars, header, footer etc.

* One model for all?

- Regex/heuristics Reader-LM-0.5b/1.5b
Turndown lib

* Large multi-modal models, e.g., GPT-40 N
* Expensive

e Hard to instruct SRR Ly

 Small Language Models (SLMs) HTML2Markdown

e Small = Cheap ReaderLMv2
* Instruction tuned for data parsing Readerthh-pro
* E.g., ReaderLM-v2 from Jina Al readerim-1.5h

Gemini2-flash-expr

gpt-40-2024-08-06

Qwen2,5-32B-Instruct

Rouge-L (higher is better)

https://jina.ai/news/readerlm-v2-frontier-small-language-model-for-html-to-markdown-and-json



There i1s no free lunch

* No single method can guarantee 100% correct

* Hard to verify

* There are ML/Al solutions to alleviate these problems
* Human-in-the-loop systems and applications design

Multi-agent framework to cross validate

Active learning to reduce annotation

Synthetic data generation to improve parsing robustness



Data curation and RAGs: outline

« Data curation and preparation for DB/ML
« Data parsing
 Data cleaning
 Data labeling

» Retrieval Augmented Generation (RAG)



Data cleaning and ML

Cleaning "before" ML.:

* Perform cleaning independently of the downstream ML applications;
leverage user-specified signals or data-driven approaches

* Example: HoloClean: Holistic Data Repairs with Probabilistic Inference

* Also an example of using ML for data cleaning

Reading: From Cleaning Before ML to Cleaning For ML



http://sites.computer.org/debull/A21mar/p24.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf

Data cleaning and ML

Cleaning "for" ML.:
* Leverage the downstream ML model or application to define cleaning
signals that incorporates high-level semantics
* Why is this a good idea?
* Clean datasets that contain fully correct attributes are rarely available
* Data cleaning can sometimes negatively impact the performance of ML models

* CleanML: A Study for Evaluating the Impact of Data Cleaning on ML
Classification Tasks

* Example: BoostClean: Automated Error Detection and Repair for Machine
Learning

Reading: From Cleaning Before ML to Cleaning For ML



http://sites.computer.org/debull/A21mar/p24.pdf
https://arxiv.org/abs/1904.09483
https://arxiv.org/abs/1904.09483
https://arxiv.org/pdf/1711.01299.pdf
https://arxiv.org/pdf/1711.01299.pdf

Common data problems

Country

P2 Seychelles
e COomoros
BP% Namibia
P= South Africa
— Botswana
Bl Haiti
Angola

= Honduras

7 10%4]

106.6
33.1
43.0
54.4

59.4

56.1
17.9
20.4
26.6

17.2

_ UNRP _ UNRP _ WorldBank _ WB Gini _ CIARP
T 20%5 T

=

Incomplete

Gini (%)!©! (year) 10%!7!
65.8 2007
64.3 2004
63.9 2004 129.0
63.1 2009 31.9
61.0 1994
59.2 2001 68.1
58.6 2000
57.0 2009 35.2

CIA Gini
Year
(%)%
2003 59.7
2000 65.0
63
2001 59.2
2003 57.7

CIA Gini
(year)

2010
2005
1993
2001

2007

GPI Gini
(%)®!

62.0



Common data problems

Inconsistent
i Target Database
Employee | Salary
John 1000 Employee | Salary
John 1000
& John 2000
Employee — Salary = o

Human Resources

Employee — Salary

Employee Salary
John 2000
Mary 3000

Mapping

Financial(e,s) c Global(e,s)

HumanRes(e,s) c Global(e,s)

Employee — Salary



Common data problems

Inaccurate




Common data problems

QOutliers




Common data problems

Bias

[
I —(®
I [
I [
I
| ® ® ® ® ° °
[ [
l I
[ I
I I
Gender Darker Darker Lighter Lighter Largest
M o) d e |. am p |.|f| es d ata b | ases Classifier Male Female Male Female Gap
Example: Buolamwini and Gebru B Microsoft 94.0% 79.2% 100% 98.3% 20.8%
(2018). Gender Shades =
* = FACE 99.3% 65.5% 99.2% 94.0% 33.8%

88.0% 65.3% 99.7% 92.9% 34.4%



Dirty data is costly

= Address errors caused 6.8 billion

undelivered mails in 2013
= Estimated $1.5 billion spent on processing

UNITED STATES = At least $3.4 billion wasted postage
POSTAL SERVICE
Harvard DATA

=vew - Bad Data Costs the
U.S. $3 Trillion Per Year

by Thomas C. Redman

SEPTEMBER 22, 2016



Data cleaning for structured data

* Detect and repair errors in a structured dataset

* Discovering denial constraints. [VLDB’13]
* HoloClean: Holistic Data Repairs with Probabilistic Inference. [VLDB’17]

* Data cleaning and machine learning
* Cleaning before ML
* Cleaning for ML


http://www.vldb.org/pvldb/vol6/p1498-papotti.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf

Two tasks in data cleaning

Quality

Rules l 1

Rule Error = Error
Mining Detection rrors Repair

L~ 1 |

l Data I

* Detection: A minimal set of cells that cannot coexist together

* Repair: Aset of cell updates to resolve the violations



Data quality rules

Name ID LVL ZIP ST SAL

t; | Alice | ID1 5 | [10001) [ NM | 90K
t; | Bob | ID2 | 6 87101 | NM | 80K
ts | Chris | D3 | 4 | [10001; [ NY | 80K
to | Dave | ID4 | 1 90057 | CA | 20K
ts Frank ID5 90057 CA 50K

R1: Two persons with the same ZIP live in the same ST



Data quality rules

Name | ID | LVL ZIP ST | SAL
Alice | ID1 5 10001 | NM | 90K
Bob | ID2 6 87101 | NM | 80K
Chris | ID3 4 10001 | NY | 80K
Dave | ID4 1 90057 | CA | 20K
Frank | ID5 | || 90057 | CA | 50K

R2: LVL should not be empty




Data quality rules

Name | ID | LVL ZIP
t; | Alice | D1 |[ 5 I 10001
tp | Bob | D2 |[ 6 | 87101
tsy | Chris | ID3 | 4 10001
ty | Dave | ID4 | 1 90057 | CA | 20K
tc Frank ID5 90057 CA 50K

R3: People with a higher LVL earn more SAL in the same ST



Rule-based data cleaning

Name ZIP ST
Alice 10001 NM

Bob 87101 NM
Chris 10001 NY




Rule-based data cleaning

Rule
Mining
1 Data
Name ZIP ST
Alice 10001 NM
Bob 87101 NM
Chris 10001 NY

Two persons with the same
ZIP live in the same ST



Rule-based data cleaning

Rule
Mining

Quality

Rules

<

1

Error

Detection _l Errors I

|

Data

£

Name ZIP ST
Alice | 10001 | NM |
Bob 87101 NM
Chris | [10001) [ NY ]

Two persons with the same
ZIP live in the same ST

35



Rule-based data cleaning

Quality

Rules | |

Rule Error : Error
Mining Detection rors Repair

L S !
-

Name ZIP ST
e

Alice | (10001, Two persons with the same
Bob 87101 NM ZIP live in the same ST

— — —

Chris | [10001) [ NY




Discovering denial constraints [vibs13]

Qualitﬁ
RulesJ

Rule
Mining

—

l

Error
Detection

l

=

1

Error
Repair

|

l Data I

Can ask a domain expert, but takes too much time
Automatically discover quality rules in the form of Denial Constraints

R1: Two persons with the same ZIP live in the same ST

Vta, tf ~(ta. ZIP =t[. ZIP N\

ta. ST # t. ST)




Examples of discovered DCs

On a tax dataset

Vta (ta. ST =“FL” A ta. ZIP <30397)
State Florida’s ZIP code cannot be lower than 30397.

Via 7 (ta. MS # “Single” A ta. STX #0)
One has to be single to have any single tax exemption.

Vta, tf ~(ta. ST =t[.ST A ta. SAL<tf.SAL A ta. TR>tf.TR)

There cannot exist two persons who live in the same state, but one person earns less salary
and has higher tax rate at the same time.



HoloClean: Holistic Data Repairs with Probabilistic Inference vios 17

Input The HoloClean Framework Output
(1. Error Detection Module ) Proposed Cleaned Dataset
Dataset to be cleaned ) ) )
- Use integrity constraints DBAName| Address City |State| Zip
DBAName| Address City |State Zip - Leverage external data
; t: [ 000 3465S | Ghicago | IL 60608
| Jdohn 3465S | gl 60608 - Detect outliers = Veliotis Sr. | Morgan ST 9
Veliotis Sr. | Morgan ST 9 - Identify possible repairs " John 3465 S Chi
L ) s icago IL 60608
2 John 3465 S Chi I 60609 Veliotis Sr. | Morgan ST
Veliotis Sr. | Morgan ST ieage F < 3 | John 34655 | Gpioaco | oL 60608
w3 | John 3465S | " 0600 2. Compilation Module Veliotis Sr. | Morgan ST 9
Veliotis Sr. | Morgan ST icado John 3465 S .
3 ot t4 Chicago | IL 60608
- 3465 S m — - Automatic Featurization Veliotis Sr.| Morgan ST
Morgan ST - Statistical analysis and i o
candidate repair generation Marginal Distribution
Denial Constraints External Information - Compilation to probablistic program of Cell Assignments
cl: DBAName — Zip £ i
2 Zip — City, State Ext Address | Ext City |Ext State| Ext Zip -
e3: City, State, Address — Zip 9465 SMown | Gcage | 1L | aoooe 3. Repair Module
Matching Dependencies TR |orkeage | w | oos0 - Ground probalistic model
ml: Zip = Ext Zip — City = Ext_City SREELST | Ohep) k| soem - Statistical learning
m2: Zip = Ext.Zip — State = Ext State Camanhg | Ceage | 1L | 60623 - Probabilistic inference
m3: City = Ext_City A State = Ext_StateA
A Address = Ext.Address — Zip = Ext Zip )

Probabilistic model that unifies different signals for repairing a dataset.


http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf

Constraints and minimality

Functional dependencies

cl: DBAName — Zip
c2: Zip — City, State

c3: City, State, Address — Zip

DBAName AKAName Address City |State| Zip
- , 3465 S .
t1 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608
- ] 3465 S , —_—
t2 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 5060
- , 3465 S :
t3 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609
, 3465 S i
t4 Johnnyo’s Johnnyo’s Morgan ST Cicago | IL 60608

Bohannon et al., 2005, 2007; Kolahi and Lakshmanan , 2005;
Bertossi et al., 2011; Chu et al., 2013; 2015 Fagin et al., 2015




Constraints and minimality

cl: DBAName — Zip
Functional dependencies c2: Zip — City, State
c3: City, State, Address — Zip

DBAName AKAName Address City |[State| Zip

. : 3465 S :

t1 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60609
- , 3465 S :

t2 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609
. ; 3465 S :

t3 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60609
3 ] 3465 S -

t4 Johnnyo's Johnnyo’s Morgan ST Cicago | IL 60608

Action: Fewer erroneous than correct cells; perform minimum

number of changes to satisfy all constraints



Constraints and minimality

Functional dependencies

cl: DBAName — Zip
c2: Zip — City, State
c3: City, State, Address — Zip

DBAName AKAName Address City |[State| Zip

- : 3465 S :

t1 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60609
- : 3465 S :

t2 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609
. ; 3465 S :

t3 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60609
3 ] 3465 S -

t4 Johnnyo's Johnnyo’s Morgan ST Cicago | IL 60608

Does not fix errors and introduces new ones.

N

Error; correct
Zip code is
60608



External information

Matching dependencies External list of addresses
ml: Zip = Ext_Zip — City = Ext_City Ext Address | Ext Gity |Ext State| Ext Zip
m?2: Zip = Ext_Zip — State = Ext_State 3465 S Morgan |
m3: City = Ext_City A State = Ext_StateA ST Chicago " 00608
A Address = Ext_Address — Zip = Ext_Zip 12088NTWe||s Chicago IL 60610
DBAName AKAName Address City |[State Zip
_ , 3465 S .
t1 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608
- : 3465 S . .
t2 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 5060
_ ) 3465 S .
t3 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60609
, 3465 S .
t4 Johnnyo’s Johnnyo’s Morgan ST Cicago | IL 60608

Fan et al., 2009; Bertossi et al., 2010; Chu et al., 2015



External information

Matching dependencies External list of addresses
ml: Zip = Ext.Zip — City = Ext.City Ext Address | Ext_City | Ext State| Ext Zip
- ity — Pt Gty State — Bt Saten MO oo | 1| s
A Address = Ext_Address — Zip — Ext_Zip P0G e | Chicago | IL | 60610
DBAName AKAName Address City |[State| Zip
t1 | John Veliotis Sr. Johnnyo’s Mgﬁgﬁaﬁ nSST Chicago | IL 60608
t2 | John Veliotis Sr. Johnnyo's Mgf;: nSST Chicago | IL 60608
t3 | John Veliotis Sr. | Johnnyo's Mgf;:nSST Chicago | IL | 60608
t4 | Johnnyo's Johnnyo's Mgf;:ns’ST Chicago| IL | 60608

Action: Map external information to input dataset using matching

dependencies and repair disagreements



External information

Matching dependencies External list of addresses
ml: Zip = Ext.Zip — City = Ext.City Ext Address | Ext_City | Ext State| Ext Zip
- ity — Pt Gty State — Bt Saten MO oo | 1| s
A Address = Ext_Address — Zip — Ext_Zip P0G e | Chicago | IL | 60610
DBAName AKAName Address City |[State| Zip
t1 | John Veliotis Sr. Johnnyo’s Mgfgﬁj nSST Chicago | IL 60608
t2 | John Veliotis Sr. Johnnyo's Mgf;: nSST Chicago | IL 60608
t3 | John Veliotis Sr. | Johnnyo's MngG:nSST Chicago | IL | 60608
t4 | Johnnyo's Johnnyo's Mgf;:ns’ST Chicago| IL | 60608

External dictionaries may have limited coverage or
not exist altogether



Quantitative statistics

Estimate the distribution
governing each attribute

Reason about co-occurrence of
values across cells in a tuple

DBAName AKAName Address City |State| Zip

- , 3465 S .

t1 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608
- ) 3465 S :

t2 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60609
- , 3465 S :

t3 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609
, 3465 S i

t4 Johnnyo’s Johnnyo’s Morgan ST Cicago | IL 60608

Example: Chicago co-occurs with IL

Hellerstein, 2008; Mayfield et al., 2010; Yakout et al., 2013




Quantitative Statistics

Reason about co-occurrence of Estimate the distribution
values across cells in a tuple governing each attribute
DBAName AKAName Address City |State| Zip
. , 3465 S .
t1 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60608
. ) 3465 S .
t2 | John Veliotis Sr. Johnnyo’s Morgan ST Chicago | IL 60609
. ) 3465 S :
t3 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609
.- ) 3465 S i
t4 |John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608

Again, fails to repair the wrong zip code



Combining everything

Constraints and minimality

External data

DBAName AKAName Address City |State| Zip DBAName AKAName Address City |[State, Zip
- ) 3465 S . - , 3465 S .
t1 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609 t1 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608
- , 3465 S . - , 3465 S .
t2 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609 t2 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608
- , 3465 S : - , 3465 S .
t3 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60609 t3 | John Veliotis Sr. Johnnyo's Morgan ST Chicago 60608
: , 3465 S : , , 3465 S .
t4 Johnnyo's Johnnyo's Morgan ST Cicago | IL 6060 Johnnyo's Johnnyo's Morgan ST Chicag 60608
Quantitative statistics
DBAName AKAName Address City |[State| Zip
- , 3465 S .
t1 | John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608 . .
t2 | John Veliotis Sr. Johnnyo'’s 3485 S Chicago | IL 60609 D Iffe re n t S O l-u t I O n S
Morgan ST
t3 | John Veliotis Sr. Johnnyo’s 84653 Chicago | IL 60609 S LI gge St d |ffe re n t I’e p a | I’S
Morgan ST
.- , 3465 S .
t4 |John Veliotis Sr. Johnnyo's Morgan ST Chicago | IL 60608




HoloClean: Holistic Data Repairs with Probabilistic Inference vios17]

Each cell is a random
variable
Value co-occurences
— capture data statistics

Address City |[State, Zip
r ;
3465 S 3
t1 Morgan ST ! J IL
3465 S .
t2 Morgan ST Chicago | IL 60609
3465 S :
t3 Morgan ST Chicago | IL 60609
3465 S -
t4 Morgan ST “Clcago IL 60608

e
"

Q: Unknown (to be inferred) RV  Morgan St”

O: Observed (fixed) RV

B : Factor (encodes correlations)

Constraints introduce , ,
correlations ~ ¢1: Zip — City

t1.City t1.Zip

“Address=
3465 S



http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf
http://www.vldb.org/pvldb/vol10/p1190-rekatsinas.pdf

Data curation and RAGs: outline

« Data curation and preparation for DB/ML
« Data parsing
 Data cleaning
 Data labeling

» Retrieval Augmented Generation (RAG)



Data & labels are everything

Data Acquisition Data Labeling Representation Learning

and Training

‘ YN
e

"w

\ )‘v‘ ';’

W\ /‘a <~

&& BLRVVIBVLRR
RLVVLLVIVAVE

A core pain point today, lots of time spent in labeling data.



Training data

e Collecting training data is expensive and slow.
e \We are overfitting to our training data. [Recht et al., 2018]
o Hand-labeled training data does not change
e Training data is the pointto inject domain knowledge
o Modern ML is too complex to hand-tune features and priors

How do we get training data (with labels) more effectively?



Weak supervision

Definition: Supervision with noisy (much easier to collect) labels; prediction on a larger
set, and then training of a model.

Semi-supervised learning and ensemble learning
Examples:

® use of non-expert labelers (crowdsourcing),
e use of curated catalogs (distant supervision)
e use of heuristic rules (labeling functions)



Weak supervision

Definition: Supervision with noisy (much easier to collect) labels; prediction on a larger set,
and then training of a model.

Related to semi-supervised learning and ensemble learning

Examples: use of non-expert labelers (crowdsourcing), use of curated catalogs (distant
supervision), use of heuristic rules (labeling functions)

Methods developed to tackle data integration problems are closely related to weak
supervision.



Learning from crowds [raykar et al., JIMLR’10]

Setup: Supervised learning but instead of gold groundtruth one has access to multiple
annotators providing (possibly noisy) labels (no absolute gold standard).

Task: Learn a classifier from multiple noisy labels.



Learning from crowds [Rraykar et al., IMLR10]

D= {(Xiay'i)}gil
R

Example Task: Binary classification .
N examples, with labels y; = vy ,...,¥y7

Annotator performance: provided by R different annotators
Sensitivity (true positive rate) Specificity (1 - false positive rate)

o/ =Prly’ = 1ly =1] 37 = Prly’ = 0ly = 0]



Learning from crowds [Rraykar et al., IMLR10]

D= {(XiaYz')}gil

Example Task: Binary classification . R
N examples, with labels y; = vy ,...,¥y7

Annotator performance: provided by R different annotators
Sensitivity (true positive rate) Specificity (1 - false positive rate)
o =Prly’ = 1|y =1] 87 = Prly’ = Oly = (]
pi = o(w'x;).
. N 5 e TTiedP 1 — oI Model
Learning: Pr[D|0] :1—“ aipi+bi(1— py)) o= )J[al]y [1— o], sarameters
1= ) R o y’ {W, a: B}
by = _J[BJ] B~

EM algorithm to obtain maximum-likelihood estimates.



Snorkel: Code as supervision [Ratneret al., NIPS16, VLDB’18]

IIIIIIIIIIIIIIIIIIIIIIIII

Input: Labeling Functions, Generative Noise-Aware i Ex. Application: :
: Knowledge Base :

Creation (KBC)

Unlabeled data Model Discriminative Model

Output: Probabilistic |
Training Labels s

We use the resulting
prob. labels to train

Users write labeling We model the labeling

functions to generate functions' behavior to

noisy labels de-noise them a model



Snorkel: Code as supervision [Ratneret al., NIPS16, VLDB’18]

NLM

mobnhZe

o or Mobriny §
-,.n-».,..,n

Snorkel biomedical workshop in collaboration with
the NIH Mobilize Center

15 companies and research groups attended

How well did these new Snorkel users do?

Marc-ateled (7 hrs)
ran-aceles |62 hre|

{
i

-nmc-o-

New Snorkel users matched or beat
7 hours of hand-labeling

71%

2 _8x Faster than hand-labeling data

45.5%

Average improvement
in model performance

L 3 Cleveland Clinic

Caltech
W,0 BCM

@ wisconsi
Stanford
Hospital & Clinics

NSTITU Yf
Anrf C AL N“ LIGENCE

a Marta Gao Zonoh m
For a8 nowbao | wnlo pmny darn good
. Gbelmg

tunc(-ons Thams W

3rd Place Score

No machine learning experience
Beginner-level Python



Challenges in creating training data

e Richly-formatted data is still a challenge. How can attack weak supervision
when data includes images, text, tables, video, etc.?

e Combining weak supervision with other data enrichment techniques such as data
augmentation is an exciting direction. How can reinforcement learning help here
(http://goo.gl/K2qopQ)?

e How can we combine weak supervision with techniques from semi-
supervised?


http://goo.gl/K2qopQ

Use LLMs to label data?

Pretrained LLMs for labelling

\
>

Emplid Managerid Name Department Salary City

1 1 Alex Smith Admin 590,000 Boulder

2 1 Amy Mars Admin 550,000 Longmont
3 1 Logan Mars Admin 570,000 Longmont
4 1 James Mont Marketing 555,000

5 b John Smith Marketing 560,000 Boulder

6 6 Lily Mars Marketing 595,000

7 6 Ravi Grace Database 575,000 Longmont
B ) Tara Frank Database 580,000 Longmont
9 b Tom Ford Database 565,000

10 & William Cruze Database 585,000 Longment

Approve
credit?



Use LLMs to label data?

=

Pretrained LLMs for labelling

Emplid Managerid Name Department Salary City
1 1 Alex Smith Admin 590,000 Boulder
2 1 Amy Mars Admin 550,000 Longmont
3 1 Logan Mars Admin 570,000 Longmont
4 1 James Mont Marketing 555,000
5 b John Smith Marketing 560,000 Boulder
6 6 Lily Mars Marketing 595,000
7 6 Ravi Grace Database 575,000 Longmont
B ) Tara Frank Database 580,000 Longmont
9 b Tom Ford Database 565,000
10 & William Cruze Database 585,000 Longment
Similarly, apply pretraind LLMs in NL, image, video data

Could be a good idea, but too expensive, and may not work with domain knowledge.

Also, chicken-and-egg problem in how to get the initial model.

Approve
credit?



Use LLMs to label data?

=

Pretrained LLMs for labelling

Emplid Managerid Name Department Salary City
1 1 Alex Smith Admin 590,000 Boulder
2 1 Amy Mars Admin 550,000 Longmont
3 1 Logan Mars Admin 570,000 Longmont
4 1 James Mont Marketing 555,000
5 b John Smith Marketing 560,000 Boulder
6 6 Lily Mars Marketing 595,000
7 6 Ravi Grace Database 575,000 Longmont
B ) Tara Frank Database 580,000 Longmont
9 b Tom Ford Database 565,000
10 & William Cruze Database 585,000 Longment
Similarly, apply pretraind LLMs in NL, image, video data

Approve
credit?

Could be a good idea, but too expensive, and may not work with domain knowledge

Also, chicken-and-egg problem in how to get the initial model.

Use distilled, fine-tuned model

Reorder columns to maximize KV cache reuse

OPTIMIZING LLM QUERIES IN RELATIONAL DATA

ANALYTICS WORKLOADS. MLSys25’.



Obtaining labelled language data

e Pretrained LLMs that generate NL labels
e Chain-of-thought, or “deep-think” prompting

Standard Prompting Chain-of-Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
\_ ) \do they have? y
l A: The answer is 27. x j A:
The
answeris 9.

e Use OpenAl GPT-o01 or DeepSeek-R1



Obtaining labelled language data

e Pretrained LLMs that generate NL labels
e Chain-of-thought, or “deep-think” prompting

Standard Prompting Chain-of-Thought Prompting
~ Model Input \ | Model Input | \
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?
A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls

each is 6 tennis balls. 5 + 6 = 11. The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
k do they have?

. J

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 +6 = 9. The
answer is 9.

Model Output
A: The answer is 27. x )

e Use OpenAl GPT-o01 or DeepSeek-R1
e ButLLMs are good at bluffing (hallucinations). How to verify results?




Obtaining labelled language data

e \erifying LLM generations
® Use human experts (RLHF) > too costly
e Use other LLM(s) or Al agents? Voting, debating, etc.

| recommend visiting
LLM 7Tyt Notre-Dame de Paris, a LLM
. . world famous cathedral
bemg allgned built in... Annotator
N\

| recommend visiting
Notre-Dame de Paris, a
5 > (" IV world famous cathedral

built in...

©

What are prompt
recommended places |————>

to visit in Paris?

of France.

Paris and instead plan
for a trip in the
countryside of France.

update
parameters y2

Direct Alignment ] ((y+ ) y_ )
from Preferences
| I |

Direct Language Model Alignment from Online Al Feedback [arXiv 2024]




Data curation and RAGs: outline

« Data curation and preparation for DB/ML
« Parsing
 Cleaning
 Labeling

» Retrieval Augmented Generation (RAG)



Retrieval Augmented Generation (RAG)

) Informatlon Iag USING LOCAL LLMS WITH LOCAL DATA

« Model hallucination
« Hard to incorporate proprietary data

BASE MODEL

What was the name of that - Sorry, | don't have access to
movie Chris emailed me about any specific information about
last year? emails or ...

BASE MODEL + USER DATASET

What was the name of that > Chris Thomson emailed you

movie Chris emailed me about about “The Fall” on October

last year? 23" last year. The Fall is an
adventure fantasy film
released in 2006, starring...

5 -

User Sentence Vector
dataset xformer Library




Retrieval Augmented Generation (RAG)

Directly using LLMs faces problems
 Information lag

« Model hallucination

« Hard to incorporate proprietary data

Instead, we need RAG =

« Retrieval: The user’s request is used to query some
external info - querying a vector store, a keyword search over
text, or querying a database. This is to obtain supporting data
/ context that helps the LLM provide a useful response.

« Augmentation: The supporting data / context is combined
with the user request, often using a template with instructions
to the LLM, to create a prompt.

« Generation: The LLM generates a response to the prompt.

W 4’ LangChain

E}% Llamalndex
&
LLM model
generate
/F_’rompt \

User’s request

augment

Supporting data (context)

N\

/

retrieve

[ Enterprise data sources }




With an LLM alone

No proprietary knowledge: LLMs are generally trained on
publicly available data, so they cannot accurately answer
questions about a company's internal or proprietary data.

Knowledge isn’'t updated in real time: LLMs do not have access
to information about events that occurred after they were
trained. For example, a standalone LLM cannot tell you anything
about stock movements today.

Lack of citations: LLMs cannot cite specific sources of
information when responding, leaving the user unable to verify
whether the response is factually correct or a hallucination.

Lack of data access controls (ACLs): LLMs alone can't reliably
provide different answers to different users based on specific
user permissions.

Using LLMs with RAG

RAG applications can incorporate proprietary data: A RAG
application can supply proprietary documents such as memos,
emails, and design documents to an LLM, enabling it to answer

questions about those documents.

RAG applications can access real-time data: A RAG application can
supply the LLM with timely information from an updated data
source, allowing it to provide useful answers about events past its
training cutoff date.

RAG can cite sources: When used as part of a RAG application, an
LLM can be asked to cite its sources.

RAG allows for data security/ACLs: The retrieval step can be
designed to find only the information that the user has credentials
to access, enabling a RAG application to selectively retrieve

personal or proprietary information.



~100 pages, tables, text

RAG workflow

(Offline) Preprocess
* Chunking documents with simple heuristics (1)

» Compute embeddings w/ a pre-trained model (2)
* Indexing & store the embeddings in a database (2)

(Online) When a user query comes
« Compute embedding for the user query (3)
» Retrieve relevant embeddings from the database (4)
* Assemble a prompt, send it to LLM for result (5-7)

Example: Ask “How many employees?” to an SEC filing

“Retrieved” context from the document:

>>> )

query

@ ««

storing the document L
embeddings =
R

Semantic Search «

Vector Store > > > > > >

. Retrieve rclcvant

document

9= 7

el

Response

(LKL

IIDPW> [:

ombine context and

query ‘

L

sl L) @
Embedding Model

Backlog

performance.

Employees

As of September 29, 2018, the Company had approximately 132,000 full-time equivalent employees.

Apple Inc. | 2018 Form 10-K | 6

In the Company’s experience, the actual amount of product backlog at any particular time is not a meaningful indication of its future business prospects. In particular, backlog
often increases immediately following new product introductions as customers anticipate shortages. Backlog is often reduced once customers believe they can obtain sufficient
supply. Because of the foregoing, backlog should not be considered a reliable indicator of the Company’s ability to achieve any particular level of revenue or financial

devoriales

—
|</>

l1l

Data

J
_,

Guumtwg Modd




Drawbacks of RAG

 What if retrieval goes wrong?
« Raw documents are highly nonstructured
» Documents are too long
« Complex retrieval
* Ranking is wrong

 What if generation goes wrong?
* Prompt is too complex / long

» Generation doesn’t follow instruction /
format requirement

Note 3 = Financial Instruments

Cash, Cash Equivalents and Marketable Securities

The following tables show the Company’s cash, cash equivalents and marketable securities by significant investment category as of December 31, 2022 and
September 24, 2022 (in millions):

December 31, 2022

Cash and Current Non-Current
Ad&usted Unrealized Unrealized Fair Cash Marketable Marketable
ost Gains Losses Value Equivalents Securities Securities
Cash H 17,908 § — § — % 17,908 § 17,908 § — § —
Level 1™
Maney market funds 818 — — 818 818 — —
Mutual funds 330 2 (40) 292 — 292 —
Subtotal 1,148 2 (40) 1,110 818 292 —_
Level 2 @
U.5. Treasury securities 24128 1 (1,576) 22,553 13 9.105 13,435
U.S. agency securities 5743 — (643) 5,100 —_ 310 4,790
Non-U.S. government securities 17,778 14 (1,029) 16,763 —_ 9,907 6,856
Certificates of deposit and time deposits 2,025 -_— —_— 2,025 1,795 230 _
Commercial paper 237 — —_ 237 —_ 237 —_
Corporate debt securities 85,895 14 (7,039) 78,870 1 10,377 68,492
Municipal securities 864 - (26) 838 —_ 278 560
Mortgage- and asset-backed securities 22,448 3 (2,405) 20,046 —_ 84 19,962
Subtotal 159,118 32 (12,718) 146,432 1,809 30,528 114,085
Total s 178174 § 4 8 (12,758) $ 165450 $ 20,535 § 30820 § 114,085
September 24, 2022
Cash and Current Non-Current
Adjusted Unrealized Unrealized Fair Cash Marketable Marketable
Cost Gains Losses Value Equivalents Securities Securities
Cash - 18,546 § — § — § 18,546 § 18,546 § — § —_
Level 1 (:
Money market funds 2,929 — — 2,929 2.929 — —
Mutual funds 274 — (47) 227 —_ 227 —_
Subtotal 3,203 — (47) 3,156 2,929 227 —
Level 2 (21
U.S. Treasury securities 25134 — (1,725) 23,409 338 5,001 17,980
U.5. agency securities 5823 —_ (655) 5,168 —_ 240 4928
Non-U.S. government securities 16,948 2 (1,201) 15,749 —_ 8,806 6,943
Certificates of deposit and time deposits 2,087 — — 2,067 1,805 262 —
Commercial paper 718 — —_ 718 28 690 —_
Corporate debt securities 87,148 9 (7,707) 79,450 —_ 9,023 70,427
Municipal securities 921 — (35) 8886 —_ 266 620
Mortgage- and asset-backed securities 22553 — (2,583) 19,960 — 53 18 907
Subtotal 161,312 11 {13,916) 147,407 2,171 24,431 120,805
Total 3 $ 183,061 § 1 § (13963) § 169,108 § 23646 § 24658 § 120,805

(1) Level 1 fair value estimates are based on quoted prices in active markets for identical assets or liabilities.

(2) Level 2 fair value estimates are based on observable inputs other than guoted prices in active markets for identical assets and liabilities, quoted prices for
identical or similar assets or liabilities in inactive markets, or other inputs that are observable or can be corroborated by observable market data for substantially
the full term of the assets or liabilities.

(3) As of December 31, 2022 and September 24, 2022, total marketable securities included $13.6 billion and $12.7 billion, respectively, that were restricted from
general use, related to the European Commission decision finding that Ireland granted state aid to the Company, and other agreements.

Apple Inc. | Q1 2023 Form 10-Q | 8



Looking back on the info retrieval literature

Many IR techniques can be applied to RAG
« Better chunking mechanisms

* Prompt compression

« Learning to rank / re-ranking

* Model selection, finetuning & distillation

« Multi-way retrieval

« Graph RAG

 Combine with full-text search



Better chunking mechanisms

» Besides the simple fix-length chunking, there are many other ways:

Overlapping windows to make sure information is captured in some windows

Structure-aware chunking to avoid breaking in the middle of paragraphs and sentences
Document based chunking that leverages the document property (Markdown, HTML, LaTeX etc.)
NLP/Semantic chunking to detect topic changes

Agentic chucking uses Al agents to decide if a sentence should be added to the previous chunk.

0,200 PG Essay Chunks Based On Embedding Breakpoints

0.175 A

§ 4

Chunk #15

0.150 A

Chunk #10
Chunk #11
Chunk #16

Chunk #4
Chunk #6
Chunk #8

CHUNK #5

Chunk #0
Chunk #1

[~ Chunk #2
| Chunk #3
[ Chunk #7
—CHUNK #9

01254 = |

0.100 A

0.075 A

0.050 A

Cosine distance between sequential sentences

0.025 A

17 Chunks

0 50 100 150 200 250 300
Index of sentences in essay (Sentence Position)

0.000




Models
gpt-4o0
claude-3-5-sonnet
- claude-3-opus
Prompt compression
gpt-4o0-mini
® gpt-4-turbo
—e— claude-3-sonnet
—eo— gpt-4
® meta-llama-3.1-405b

* More context = more accurate (at cost)

Average Answer Correctness

—e— meta-llama-3-70b
—&— mixtral-8x7b
—e— dbrx

 LLMLingua EMNLP 2023 (Instruction tuning!)

—e— gpt-3.5-turbo

2K 4K 8K 16K 32K 64K 96K 125K
( h ( h Context Length
Original Prompt LLMLingua Black-box LLMs
Instruction: Follow the given examples
and answer the question. A\
Demonstration 1: Q: In a certain 1 Budget
school, 2/3 of the male students like to Controller
play basketball, .... What percent of the /
population of the school do not like to
play basketball i_f the ratio of the male to 0 Distribution / 11l Compressed
female students is 3:2 and there are Alignment / .
1000 students? Let's think step by step Prompt Execution
The students are divided into 3 +2 =35 /
Each part represents 1000/5 = 200 'S "
students. So, there are 3 x 200 = 600 com ressed Prom t
males. And there are 2 x 200 = 400. p p
...basketball is 520/1000 * 100 = 52. - Sam bought a dozen boxes each 30
The answer is 52. highl pens inside, $10 each. ... thelters
Demonstration 2: separately at the of three $2. much make
total,\nLets think step\nbought boxes x0
Demonstration 8: Q: Sam bought a oflters\nHe 2 3ters in\nSam then boxes
dozen boxes, each with 30 highlighter 6lters/box (ters\nHe sold these boxes
pens inside,... The answer is 115. II Iterative Token- | S\nAfterelling these boxes there
Question: Janet’s ducks lay 16 eggs per Level Prompt | 36030lters\nese(0 of three\nsold groups2
day..... How much in dollars does she Compression cach SO [qadc *? $20 from'\nln totgl, )
make every day at the farmers' market? he015\nSince his he § - $120 = 5115 in
profit.\nThe answer is 115
Y 2366 tokens ) L ) L 117 tokens )




. Original Prompt(9-steps Chain-of-Thought):

P ro m pt CO m p reSS I O n Question: Sam bought a dozen boxes, each with 30 highlighter pens inside, for $10 each box. He
rearranged five of these boxes into packages of six highlighters each and sold them for $3 per
package. He sold the rest of the highlighters separately at the rate of three pens for $2. How much
profit did he make in total, in dollars?

Let’s think step by step

° — Sam bought 12 boxes x $10 = $120 worth of highlighters.
More ConteXt more accurate (at COSt) He bought 12 * 30 = 360 highlighters in total.
Sam then took 5 boxes x 6 highlighters/box = 30 highlighters.
He sold these boxes for 5 * $3 = $15
. . . After selling these 5 boxes there were 360 - 30 = 330 highlighters remaining.
e LLM Llngua EMNLP 2023 (| nstruction tunlng ') These form 330/ 3 = 110 groups of three pens.
He sold each of these groups for $2 each, so made 110 * 2 = $220 from them.
p \ p . In total, then, he earned $220 + $15 = $235.
Since his original cost was $120, he earned $235 - $120 = $1135 in profit.

Original Prompt LLMLingua Black-box LLN |, " = 115

TEE—

Instruction: Follow the given examples

and answer the question.

Demonstration 1: Q: In a certain 1 Budget A
Controller C

school, 2/3 of the male students like to ompressed Prompt:

play basketball, .... What percent of the / : Sam bought a dozen boxes each 30 highl pens inside. $10 each. He reanged five of boxes into of
population of the school do not like to six each $3 per. He sold the thelters separately at the of three $2. much make total,

play basketball if the ratio of the male to 0 Distribution / III Compressed Lets think step

female students is 3:2 and there are Alignment / | ' ‘

1000 students? Let's think step by step Prompt Executi¢ bought boxes x0 oflters

The students are divided into 3 +2 =35 / I He 2 3ters in

Each part represents 1000/5 =200 / ( Sam then boxes 6lters/box Oters

students. So, there are 3 x 200 = 600 G

compressed Pi He sold these boxes 5

: Sam bought a dozen boxe Afterelling these boxes there 360301ters

highl pens inside, §10 caclrl ese00 of three
separately at the of three §| *7 ¢ £
total,\nLets think step\nbor 501d groups2 each so made *2 $20 from

oflters\nHe 2 3ters in\nSan In total, heO15

blters/box Oters\nHe sold € Since his he $ - $120 = $115 in profit.
S\nAfterelling these boxes :
. The answer is 115

males. And there are 2 x 200 = 400.
...basketball is 520/1000 * 100 = 52.
The answer is 52.

Demonstration 2:

Demonstration 8: Q: Sam bought a
dozen boxes, each with 30 highlighter
pens inside,... The answer is 115.

Il Iterative Token-

A 4

Question: Janet’s ducks lay 16 eggs per Level Prompt 36030lters\nese00 of three viwru g opon
day..... How much in dollars does she Compression cach =9 [qadc *2 $20 from\nln tOt?]* )
make every day at the farmers' market? he015\nSince his he § - $120 = 5115 in
profit.\nThe answer is 115
L 2366 tokens | L ) \ 117 tokens




Learning to rank / re-ranking

* The “retrieval” part can be improved by using
a learned top-k ranking model (should be
cheaper than the later LLM)

« Automatic and free labels from previous runs

* Reduces context length requirements
(improve P@K)

2

LLM model

generate

-

Prompt

~

User’s request

Supporting data (context)

N\

/

Learned top-k |
ranking model

retrieve

[ Enterprise data sources }

augment

(Ranking)
feedbacks



Model selection, finetuning & distillation

* Finetune or distill the generation model in order
to reduce size, adapt to formatting requirements.
e.g., collect RAG outputs from Llama 70b and
send them to finetune Llama 13b

* Orfor different queries, use different generation
models

* Further, we can propagate the gradients to the
embedding phrase, and finetune embedding
models

[ £
3
& ;
Finetuned /
LLM model | gistilted model
generate
/F_’rompt \

User’s request augment

Supporting data (context)

N\

/

retrieve

|

Enterprise data sources }




Multi-vector retrieval

Multi Vector Retriever

o / Vectorstore Docstore \

Summaries \_,/

Sm&l y e %
LLM @ Summary P

Documents

Vi Tostruu tiws Turing.

. l%* Summary E—
- . “':wm m.': ? = _ Raw Table
i Summary
L B 7 m e ! !Es‘,mry e
b Text K\____,/ M
~
* Classic RAG falls short for complex, multi-modal datasets I 'l'
In: Out: Raw documents

Question

* Use different embedding models for inputs of different modality




Combine with full-text search

?uIITe; eerch[ Vector Search Metadata
(BM j] (HNSW / IVF-PQ) SQL Attributes
i
| l |
Result ID - 2 Result ID - 3 I
M (13 M »
S TEE . | * Embedding has “needle-in-the-hay” problem.
Result ID - 1 Result ID - 2 :
u . : .
1 | * To improve, RAGs can be combined with full-
h | text search or external tools (SQL, search
I : engine) to boost accuracy
! Merge / Re-rank I
- = r}/ + ( -— wd
Eiltsr * Full-text search: BM-25 or LSH.
\ 4
Result ID -1
Result ID - 2

Result ID - 3



Data curation and RAGs

« Data curation and preparation for DB/ML
« Data parsing
 Data cleaning
 Data labeling

» Retrieval Augmented Generation (RAG)



Credits

* Luna Xin Dong, Meta
* Kexin Rong, Galtech
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