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By the end of this tutorial, you will:

➢ Set up local large language model (LLM).

➢ Prepare the virtual environment for mini-RAG application.

➢ Understand the basic pipeline in RAG application.

➢ Learn to implement a mini-RAG under LangChain framework.

Objective



Step 1: Install ollama

➢ Download the llama docker image from dockerhub.

➢ Choose one specific model and start up the model service following README .

Step 2: Prepare the environment

➢ Make sure you have installed the anaconda.

➢ Download the provided environment file.

➢ Set up the virtual environment (may take a few minitutes)

NOTE: If the virtual environment exists, delete it and create a new one.

Setup

https://hub.docker.com/r/ollama/ollama


Prerequisites

Before starting, ensure you have gone through :

➢ Ollama overview: 

- https://github.com/ollama/ollama

➢ LangChain

- RAG Concept: https://python.langchain.com/docs/concepts/rag/

- RAG Guide Part 1: https://python.langchain.com/docs/tutorials/rag/

- RAG Guide Part 2: https://python.langchain.com/docs/tutorials/qa_chat_history/

https://github.com/ollama/ollama
https://python.langchain.com/docs/concepts/rag/
https://python.langchain.com/docs/tutorials/rag/
https://python.langchain.com/docs/tutorials/qa_chat_history/


Hello-World

NOTE: model variable should match your local deployed LLM.



Hello-World

NOTE:

• The first execution will install the embedded model from the huggingface.

• Try to replace the in-memory vector store to the Milvus deployed previously



Hello-World

NOTE:

• Try different questions and verify that you can search for relevant news.
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