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LLMs trained on more and more data
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What kinds of things does pretraining learn?

» Stanford University is located in , California. [Trivia]
 |put_ fork down on the table. [syntax]
« The woman walked across the street, checking for traffic over — shoulder. [coreference]

e | went to the ocean to see the fish, turtles, seals, and . [lexical semantics/topic]
* Overall, the value I got from the two hours watching it was the sum total of the popcorn
and the drink. The movie was __. [sentiment]

e |roh went into the kitchen to make some tea. Standing next to Iroh, Zuko pondered his
destiny. Zuko left the . [some reasoning — this is harder]

* | was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21,
arithmetic; they don’t learn the Fibonnaci sequence]

[some basic




Language models as world models?

Language models may do rudimentary modeling of agents, beliefs, and actions:

Pat watches a demonstration of a bowling ball and a
leaf being dropped at the same time in a vacuum cham-
ber. Pat, who is a physicist, predicts that the bowling
ball and the leaf will fall at the same rate.

Changing the last sentence of the prompt, we get:

... Pat, who has never seen this demonstration before,
predicts that the bowling ball will fall to the ground first.
This is incorrect. In a vacuum chamber, there is no air

Language Models as Agent Models [Andreas, 2022]




Language models as world models?

math:

We can describe circles in the zy-plane using equations in terms of z and y.
Circle equations questions require us to understand the connection between
these equations and the features of circles.

For example, the equation (z + 2)? + (y — 3)? = 4% is graphed in the zy-plane
below. It is a circle with a center at (—2, 3) and a radius of 4. e rof 3= 1

https://www.khanacademy.org /test-prep/sat/x0a8c2e5f:untitled-652




Language models as world models?

code:
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async function isPositive(text: string): Promise<boolean> {
const response = await fetch( ' http://text-processing.com/api/sentiment/", {
method: "POST",
body: "text=${text}’,
headers: {
"Content-Type'": "application/x-www-form-urlencoded",
}'
}H;
const json = await response.json();
return json.label === "pos";

}

https://github.com/features/copilot




Language models as world models?

medicine:

Rapid and chronic ethanol tolerance are composed of
distinct memory-like states in Drosophila

Abstract

Ethanol tolerance is the first type of behavioral plasticity and neural plasticity that is induced by
ethanol intake, and yet its molecular and circuit bases remain largely unexplored. Here, we
characterize three distinct forms of ethanol tolerance in male Drosophila: rapid, chronic, and
repeated. Rapid tolerance is composed of two short-lived memory-like states, one that is labile and
one that is consolidated. Chronic tolerance, induced by continuous exposure, lasts for two days,
induces ethanol preference, and hinders the development of rapid tolerance through the activity of

[Larnerd, 2023]




| need to throw a dinner
party for 6 people who are
vegetarian. Can you
suggest a 3-course menu
with a chocolate dessert?
[Microsoft Bing]

(Also see OpenAl’s ChatGPT,
Google’s Bard, Anthropic’s Claude)

Language models as world models?

o

Sure, | can suggest a 3-course menu with a
chocolate dessert for your vegetarian dinner
party. Here are some possible options:

o Starter: Wild Mushroom Tartlets with
Onion Sauce ' or Vegan Popcorn Tofu
Nuggets ?

e Main: Vegan Butternut Squash Mac ? or
Vegetarian Three-Bean Chili *

 Dessert: Chocolate Lava Cake * or
Chocolate Pasta with Chocolate
Hazelnut Cream Sauce, White Chocolate
Shavings, and Fresh Berries *

| hope this helps you plan your party. Enjoy! @

Learn more: 1. booths.co.uk +10 more
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Language modeling # assisting users

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

Language models are not aligned with user intent [Ouyang et al., 2022].




Language modeling # assisting users

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION Human
A giant rocket ship blasted off from Earth carrying astronauts
to the moon. The astronauts landed their spaceship on the
moon and walked around exploring the lunar surface. Then
they returned safely back to Earth, bringing home moon rocks
to show everyone.

Language models are not aligned with user intent [Ouyang et al., 2022].
Finetuning to the rescue!




The pretraining / finetuning paradigm

Pretraining can improve NLP applications by serving as parameter initialization.

Step 1: Pretrain (on language modeling) Step 2: Finetune (on your task)
Lots of text; learn general things! Not many labels; adapt to the task!
goes to make tasty tea END ©/®

Iroh goes to make tasty tea ... the movie was ...



Scaling up finetuning

Pretraining can improve NLP applications by serving as parameter initialization.

Step 1: Pretrain (on language modeling) Step 2: Finetune (on many tasks)
Lots of text; learn general things! Net many labels; adapt to the tasks!
goes to make tasty tea END ©/®_

lroh goes to make tasty tea ... the movie was ...



Instruction finetuning

Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.

What is the boiling point of Nitrogen?

\

(Answer the following question by
reasoning step-by-step.
The cafeteria had 23 apples. If they

used 20 for lunch and bought 6 more,
\how many apples do they have?

N

Evaluate on unseen tasks

Language
model

Q: Can Geoffrey Hinton have a
conversation with George Washington?

Give the rationale before answering.

J?

The cafeteria had 23 apples
originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
\apples, sothey have3+6=9. ||

— 2

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation
together. So the answer is “no”.

[FLAN-T5; Chung et al., 2022]




Instruction #re-tartAg pretraining

e Asis usually the case, data + model scale is
key for this to work!

* E.g., the Super- Naturallnstructions ‘
dataset contains over 1.6K tasks, e
3M+ examples |

Title

* Generation

Data
to
b ‘

 Classification, sequence tagging,
rewriting, translation, QA...

* How do we evaluate such a model? G

[Wang et al., 2022]




New benchmarks for multitask LMs

Massive Multitask Language
Understanding (MMLU)
[Hendrycks et al., 2021]

New benchmarks for measuring LM
performance on 57 diverse knowledge intensive
tasks

Abstract Algebra
Anatomy

Astronomy

Business Ethics
Clinical Knowledge
College Biology
College Chemistry
College Comp Sci
College Mathematics
College Medicine
College Physics
Computer Security
Conceptual Physics
Econometrics
Electrical Engineering
Elementary Mathematics
Formal Logic

Global Facts

High School Biology
High School Chemistry
High School Comp Sci
High School European History

______________

777 I UnifiedQA -
-~ = Random




Examples from MMLU

Astronomy

What is true for a type-la supernova?
A. This type occurs in binary systems.
B. This type occurs in young galaxies.
C. This type produces gamma-ray bursts.
D. This type produces high amounts of X-rays.
Answer: A

High School Biology

In a population of giratfes, an environmental change occurs that favors individuals that are
tallest. As a result, more of the taller individuals are able to obtain nutrients and survive to
pass along their genetic information. This is an example of
A. directional selection.
stabilizing selection.

B:
C. sexual selection.
D. disruptive selection

s R
ANSWET: A



Progress on MMLU
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New benchmarks for multitask LMs

BIG-Bench [Srivastava et al., 2022] 200+ tasks, spanning:
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BEYOND THE IMITATION GAME: QUANTIFY-
ING AND EXTRAPOLATING THE CAPABILITIES
OF LANGUAGE MODELS
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New benchmarks for multitask LMs

BIG-Bench [Srivastava et al., 2022] 200+ tasks, spanning:
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Instruction finetuning
/_[ Model input (Disambiguation QA) ]ﬂ /_[ Before instruction finetuning }_\

Q: In the following sentences, explain the The reporter and the chef will discuss their favorite
antecedent of the pronoun (which thing the dishes.
pronoun refers to), or state that it is ambiguous. The reporter and the chef will discuss the reporter's

favorite dishes.
The reporter and the chef will discuss the chef's
favorite dishes.

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options: The reporter and the chef will discuss the reporter's
(A) They will discuss the reporter's favorite dishes and the chef's favorite dishes.

B) Th il di he chef's f ite dish

EC)) Ar:gig\]/vulojslscusst e chef's favorite dishes ¢ (doesn’t answer question)

A: Let's think step by step.
N J4 A P

Highly recommend trying FLAN-T5 out to get a sense of its capabilities:
https://huggingface.co/google/flan-t5-xxl

[Chung et al., 2022]




Instruction finetuning

Q: In the following sentences, explain the
antecedent of the pronoun (which thing the
pronoun refers to), or state that it is ambiguous.

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options:

(A) They will discuss the reporter's favorite dishes
(B) They will discuss the chef's favorite dishes
(C) Ambiguous

A: Let's think step by step.

\e

/—[ Model input (Disambiguation QA) ]—\

S

%,

—

~

The reporter and the chef will discuss their favorite
dishes does not indicate whose favorite dishes they
will discuss. So, the answer is (C). &2

After instruction finetuning

Highly recommend trying FLAN-T5 out to get a sense of its capabilities:
https://huggingface.co/google/flan-t5-xxl

[Chung et al., 2022]




A huge diversity of instruction-tuning datasets

I'I‘he Stackl

* The release of LLaMA led to open-source attempts to ‘create’ instruction tuning data



What have we learned from this?

* You can generate data
synthetically (from bigger LMs)

* You don’t need many
samples to instruction tune

 Crowdsourcing can be pretty

effective!

@ Meta
LLaMA 7B

Text-davinci-003

w
L N )0
-
i *
% 4 |

Supervised
52K Finetuning Alpaca 7B
175 Self- Modified Self-instruct Instruction-following
Instruct Instruction Generation examples
seed tasks

LIMA: Less Is More for Alignment

Chunting Zhou”*  Pengfei Liu®™*  Puxin Xu*  Srini Iyer  Jiao Sun*

Open Assistant

We believe we can create a revolution.

In the same way that Stable Diffusion helped the world make art and



Limitations of instruction finetuning?

One limitation of instruction finetuning is obvious: it’s expensive to collect ground-
truth data for tasks.

But there are other, subtler limitations too.
Problem 1: tasks like open-ended creative generation have no right answer.
* Write me a story about a dog and her pet grasshopper.

Problem 2: language modeling penalizes all token-level mistakes equally, but some
errors are worse than others. | ical
Even with instruction finetuning, there is a fantasy TV show END
a mismatch between the LM ! ! t t t t

objective and the objective of “satisfy
human preferences”! i i i i i i
Can we explicitly attempt to satisfy

human preferences? Avatar s a fantasy TV  show



Limitations of instruction finetuning

+ Simple and straightforward, generalize to unseen tasks
— Collecting demonstrations for so many tasks is expensive
— Mismatch between LM objective and human preferences
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Optimizing for human preferences

* Let’s say we were training a language model on some task (e.g. summarization).

 For each LM sample s, imagine we had a way to obtain a human reward of that
summary: R(s) € R, higher is better.

SAN FRANCISCO, An earthquake hit The Bay Area has
California (CNN) -- San Francisco. good weather but is
A magnitude 4.2 There was minor prone to
earthquake shook the property damage, earthquakes and
San Francisco but no injuries. wildfires.

S S

overturn unstable

1
objects. R(Sl) = 8.0 R(Sz) = 1.2

 Now we want to maximize the expected reward of samples from our LM:
Es~ pg(s)|R(S)] Note: for mathematical simplicity
we’re assuming only one “prompt”



Step 1

Collect demonstration data,
and train a supervised policy.

A prompt is

sampled from our
prompt dataset.

Explain the moon
landing to a 6 year old

|
Y

A labeler
demonstrates the @
desired output 2
behaVior- Some pec;ple went
to the moon...
|
\j
This data is used SFT
to fine-tune GPT-3 252
i . o/)?j\\o
with supervised A8
learning. Vi

First step: instruction tuning!

Step 2

High-level instantiation: ‘RLHF’ pipeline

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

* Second + third steps: maximize reward (how??)

Explain gravity...

Moon is natural
satellite of...

.

Explain the moon

landing to a 6 year old

o o
o o

Explain war...

People went to
the moon...

J

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt

: ™
is sampled from Wiiteaeiory
the dataset. about frogs
|
Y
The policy -
enerates 058
g .//\?.K\.
an output. \}Sé(./
|
|/

The reward model

calcu:;a:es a ./}?j\.\.
reward for
=y

the output.

|

|/
The reward is
used to update I’k
the policy
using PPO.




Reinforcement learning to the rescue

* The field of reinforcement learning (RL) has studied these (and
related) problems for many years now
[Williams, 1992; Sutton and Barto, 1998]

e Circa 2013: resurgence of interest in RL applied to deep
learning, game-playing [Mnih et al., 2013]

* Buttheinterestin applying RL to modern LMs is an even
newer phenomenon [Ziegler et al., 2019; Stiennon et al., 2020; go2e" Yo
Ouva ng Et al., 2022]. Why? g ) : : ‘ Self-taught Al software

attains human-level
performance invideo games

* RLw/ LMs has commonly been viewed as very hard to get right
(still is!)

* Newer advances in RL algorithms that work for large
neural models, including language models (e.g. PPO;
[SChUIman et al-; 2017]) Proximal Policy Optimization Algorithms




Optimizing for human preferences

How do we actually change our LM parameters 8 to maximize this?

Let’s try doing gradient ascent!

Opt1 = 0, + avgtE§~ Po(s) [R(S)] What if our reward

How do we estimate / \ function is non-
this expectation?? differentiable??

Policy gradient methods in RL (e.g., REINFORCE; [Williams, 1992]) give us tools for
estimating and optimizing this objective.

We’'ll describe a very high-level mathematical overview of the simplest policy gradient
estimator, but a full treatment of RL is outside the scope of this course.




A brief introduction to policy gradient/REINFORCE wiliams, 1992
e We want to obtain (defn. of expectation) (linearity of gradient)
VoEs-py(s)[RE)] = Vo ) R(s)Pa(s) = ) R(s) Vopa(s)

 Here we’ll use a very handy trick known as the log-derivative trick. Let’s try taking the
gradient of log pg (s)

Vg log pe(s) = 5205) Vope(s) = Vgpe(s) = pa(s) Vg logps(s)
(Chain rUIE) Thls |S an
* Plug backin: expectation of this

D R() Vgpp(s) = ) pa(SIR(s) Vg log py(s)

= Eg<py(s) [R(8) Vg log pe(5)]




A brief introduction to policy gradient/REINFORCE wiliams, 1992

* Now we have put the gradient “inside” the expectation, we can approximate this
objective with Monte Carlo samples:

m
X X A 1
VoEspes)|R()] = Esop, () [R(3) Vg log pg(8)] = EZ R(s;) Vg log pe(s;)
=1

This is why it’s called “reinforcement Take gradient steps
learning”: we reinforce good actions, If R is +++ to maximize pg (s;)
increasing the chance they happen again. /
1 m
 Giving us the update rule: Opp1:= 0, + aaz R(s;) Vg, log pg,(s;)
This is heavily simplified! There is a /ot = / \
more needed to do RL w/ LMs. Can you If R is --- Take steps to

see any problems with this objective? minimize pg(s;)



How do we model human preferences?

Awesome: now for any arbitrary, non-differentiable reward function R (s), we can
train our language model to maximize expected reward.

Not so fast! (Why not?)
Problem 1: human-in-the-loop is expensive!

 Solution: instead of directly asking humans for preferences, model their
preferences as a separate (NLP) problem! [Knox and Stone, 2009]

An earthquake hit The Bay Area has
San Francisco. good weather but 1s Train an LM RM, (S) to
There was minor prone to predict human
property ollamége, ealalrthclzuakes and preferences from an
but no 1njuries. wlldfires.
annotated dataset, then
S1 S?

@® optimize for RM instead.
a °F -
0]




How do we model human preferences?

* Problem 2: human judgments are noisy and miscalibrated!

e Solution: instead of asking for direct ratings, ask for pairwise comparisons, which can
be more reliable [Phelps et al., 2015; Clark et al., 2018]

A 4.2 magnitude
earthquake hit
San Francisco,
resulting 1in
massive damage.

S3
R(s3) = 41?7 6.6? 3.27



How do we model human preferences?

* Problem 2: human judgments are noisy and miscalibrated!

e Solution: instead of asking for direct ratings, ask for pairwise comparisons, which can
be more reliable [Phelps et al., 2015; Clark et al., 2018]

An earthquake hit A 4.2 magnitude The Bay Area has
San Francisco. earthquake hit good weather but 1is
There was minor > San Francisco, > prone to
property damage, resulting in earthquakes and
but no injuries. massive damage. wildfires.

51 1.2 53 52
A s A A A A

Bradley-Terry [1952] paired comparison model
Reward Model (RM )

i i i i i i Jrm(ep) = IE(S l)~D[log0(RM (sW) — RM (s"))]

W|nn|ng ”Iosmg W should score
he Bay Area .. ... wildfires sample sample hlgherthan



Make sure your reward model works first!
Evaluate RM on predicting outcome of held-out human judgments

Large enough RM

> ' .
% el trained on enough
— I it o ~~ data approaching
& 32k single human perf
o = 16k
- 8k
__8 Data
©
O
O
=

0.60 - —

108 10° 16%°

Model size [Stiennon et al., 2020]




RL

IF: Puttlng it all together [Christiano et al., 2017; Stiennon et al., 2020]

* Finally, we have everything we need:

e A pretrained (possibly instruction-finetuned) LM p*7(s)

* Areward model RM ,(s) that produces scalar rewards for LM outputs, trained on a

dataset of human comparisons

* A method for optimizing LM parameters towards an arbitrary reward function.
 Now to do RLHF:

* Initialize a copy of the model ng (s), with parameters 6 we would like to optimize

e Optimize the following reward with RL:

RL .

Py (s)\ Pay a price when

R(s) = RM,(s) — B log (pT(S)> geL(S) > pPT(s)
. Y

This is a penalty which prevents us from diverging too far from
the pretrained model. In expectation, it is known as the
Kullback-Leibler (KL) divergence between P@ (5) and p’7(s)




RLHF provides gains over pretraining + finetuning

p"(s)

o
-\J

O
o)

O
o

Reference summaries IFT (S)

o
~

Fraction preferred to ref
2
<

o
\V)

1.3B ~— 2.7B ~ 6.7B ___ 12.9B

Model size .
[Stiennon et al., 2020]




InstructGPT: scaling up RLHF to tens of thousands of tasks

30k
tasks!

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

@)

Explain the moon
landing to a 6 year old

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

v

(e}

Z

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

@)

Explain the moon
landing to a 6 year old

() o

Explain gravity... Explain war...

o o

Moon is natural People went to
satellite of... the moon...

.

J

Y
e}
0-0-0-0

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

[Ouyang et al., 2022]




InstructGPT: scaling up RLHF to tens of thousands of tasks

Tasks collected from labelers:

e Plain: We simply ask the labelers to come up with an arbitrary task, while ensuring the
tasks had sufficient diversity.

e Few-shot: We ask the labelers to come up with an instruction, and multiple query/response
pairs for that instruction.

e User-based: We had a number of use-cases stated in waitlist applications to the OpenAl
API. We asked labelers to come up with prompts corresponding to these use cases.

Use-case Prompt

Brainstorming List five ideas for how to regain enthusiasm for my
career

Generation Write a short story where a bear goes to the beach,

makes friends with a seal, and then returns home.

[Ouyang et al., 2022]




InstructGPT

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

InstructGPT

People went to the moon, and they took pictures of what they saw, and
sent them back to the earth so we could all see them.



InstructGPT

PROMPT  Write a short poem about a wise frog.

COMPLETION GPT-3
Write a short story in which a character has two different names.

Write a short story in which you try to get something back that you
have lost.

Write a short story in which a character has a bad dream.

InstructGPT

The frog is a symbol of wisdom

He knows all the secrets of the world
He is a master of disguise

And a great teacher of life

He is a symbol of transformation

And the bringer of change

He is the frog who has seen it all
And knows the meaning of it all



ChatGPT: Instruction Finetuning + RLHF for dialog agents

ChatGPT: Optimizing

Language Models
for Dialogue

Methods

We trained this model using Reinforcement Learning from Human

Note: OpenAl (and similar

companies) are keeping Feedback (RLHF), using the same methods as InstructGPT, but with
more details secret about slight differences in the data collection setup. We trained an initial
ChatGPT training model using supervised fine-tuning: human Al trainers provided
(including data, training conversations in which they played both sides—the user and an Al

parameters, model size)—
perhaps to keep a
competitive edge...

assistant. We gave the trainers access to model-written suggestions to
help them compose their responses. We mixed this new dialogue
dataset with the InstructGPT dataset, which we transformed into a
dialogue format.

(Instruction finetuning!)

https://openai.com/blog/chatgpt/




ChatGPT: Instruction Finetuning + RLHF for dialog agents

ChatGPT: Optimizing

Language Models

Methods

for Dialogue

Note: OpenAl (and similar To create a reward model for reinforcement learning, we needed to collect
companies) are keeping comparison data, which consisted of two or more model responses ranked by
more details secret about quality. To collect this data, we took conversations that Al trainers had with
ChatGPT training the chatbot. We randomly selected a model-written message, sampled several
(including data, training alternative completions, and had Al trainers rank them. Using these reward
parameters, model size)— models, we can fine-tune the model using Proximal Policy Optimization. We
perhaps to keep a performed several iterations of this process.

competitive edge...

(RLHF!)

https://openai.com/blog/chatgpt/




Controlled comparisons of “RLHF” style algorithms

Method Simulated win-rate (%) Human win-rate (%)
GPT-4 79.01+14 69.8 = 1.6
ChatGPT bl.d-t 1.7 82.9=1.7
PPO 46.8 £ 1.8 515w e i W
Best-of-n 45.0'= 1.7 al.T=—1.8
Expert Iteration 41.9 = 1.7 49 [ 1.7
SFT 52k (Alpaca 7B) 39.2 == 1.7 40. 7217
SFT 10k 36.7=L 1.7 44.3 £ 1.7
Binary FeedME 36.6 = 1.7 L Fa gll B
Quark 39.61 1.7 -
Binary Reward Conditioning 3241+ 1.6 -
Davinci0O01 24414 1.5 32.51+ 1.6
LLaMA 7B 115 1.1 6.5+ 0.9

Many works study RLHF behaviors using GPT-4 feedback (Simulated) as a surrogate for
Human feedback.

PPO (method in InstructGPT) does work
Simple baselines (Best-of-n, Training on ‘good’ outputs) works well too (Dubois et al 2023]



RLHF behaviors — clear stylistic changes

Instruction: What are the five most common causes of stress among people?
Alpaca (Finetuned w/ 10k data): The five most common causes of stress among people are work, money, relationships, health, and family
Alpaca + PPO: The five most common causes of stress among people are:

1. Pressure at work: Whether it is due to tight deadlines, high expectations, or an overwhelming workload, pressure at work can be a major
source of stress

2. Money problems: Financial issues can be a significant source of stress, from not being able to make ends meet to struggling with debt.

3. Unhealthy lifestyle: Poor diet, lack of exercise, and sleep deprivation can all contribute to stress.

4. Unhappiness at home: Problems in relationships, conflicts with family members, and other domestic issues can be a major source of
stress.

5. Uncertainty: Excessive worry and anxiety about the future, health issues, or other unknowns can be a major cause of stress

 Significantly more detailed, nicer/clearer list like formatting

[Dubois et al 2023]



Limitations of RL + Reward Modeling

 Human preferences are unreliable!

« "Reward hacking" isa common
problem in RL

https://openai.com/blog/faulty-reward-functions/




Limitations of RL + Reward Modeling

 Human preferences are unreliable!

"Reward hacking" is a common
problem in RL

Chatbots are rewarded to
produce responses that
seem authoritative and
helpful, regardless of truth

This can result in making up facts
+ hallucinations

TECHNOLOGY

Google shares drop $100 billion after
its new Al chatbot makes a mistake

February 9,2023 - 10:15 AMET

https://www.nprorg/2023/02/09/1155650909/google-chatbot--error-bard-shares



http://www.npr.org/2023/02/09/1155650909/google-chatbot--error-bard-shares

Limitations of RL + Reward Modeling

 Human preferences are unreliable!

e "Reward hacking" is a common
problem in RL

* Chatbots are rewarded to
produce responses that seem
authoritative and helpful,
regardless of truth

e This can result in making up facts
+ hallucinations

 Models of human preferences are
even more unreliable!

1.0t

Fraction preferred to ref

0.8

0.6}

Reward model over-optimization

0 2 5 10 25 75 250
KL from supervised baseline

RL
R(s) = RM,(s) — B log (5;2;)

[Stiennon et al., 2020]




Removing the ‘RL’ from RLHF

Reinforcement Learning from Human Feedback (RLHF)

x: “write me a poem about

the history of jazz" " label rewards
":yw - :yl » reward model LM policy ®
” N

: .o
preference data maximum sample completions

likelihood reinforcement learning

Vo Lppo(Te; Tref) =

o BE(w>yw ayl)ND

Direct Preference Optimization (DPO)

x: “write me a poem about
the history of jazz"

— > final LM
preference data axitaen
likelihood

oo ) = folevw) | Volognn |2) — Yalogn(ur| ) ||

~

higher weight when reward estimate is wrong increase likelihood of vy,

to(x,y) = Blog %

decrease likelihood of y;

* You can replace the complex RL part with a very simple weighted MLE objective

e Other variants (KTO, IPO) now emerging too

[Rafailov+ 2023]



Open source RLHF is now mostly (not RL

T 4 Model 4 Average bk » ARC 4 HellaSwag + MMLU + TruthfulQA 4 Winogrande + GSM8K &
[ udkai/Turdus = p P 0 74.66 73.38 88.56 64.52 67.11 86.66 67.7
Lud Iblgit/UNA:TheBeagle-7h-vl X p ( 0 C “ “ N A) 73.87 73.04 88 63.48 69.85 82.16 66.72
e argilla/distilabeled-Marcorol4-7B-slezp . p P 0 73.63 70.73  87.47 65.22 65.1 82.08 71.19
™ mlabonne/NeuralMarcorol4-78 3 D P 0 73.57 71.42  87.59 64.84 65.64 81.22 70.74
~ abideen/NexoNimbus-78B = f"‘-"’l (.f Dfa mo ‘Q’} ) 73.5 70.82 87.86 64.69 62.43 84.85 70.36
- Neuronovo/neuronovo-7B-v0.2 % D P o 73.44 73.04  88.32 65.15 71.02 80.66 62.47
= argilla/distilabeled-Marcorol4:-7B-slexp-full = D P 0 73.4 70.65 87.55 65.33 64.21 82 70.66
Ld CultriX/Mistrallzix-vl 3 ‘D P 0 73.39 72.27 88.33 65.24 70.73 80.98 62.77
[ zyandt/MusingCaterpillar 3 D P o 73.33 72.53 88.34 65.26 70.93 80.66 62.24
™) Neuronovo/neuronovo-7B-v0.3 & p Po 73.29 72.7 88.26 65.1 7135 80.9 61.41
e Cultrix/MistralTzixTest % N » ;'ITO bit fr"b P r 0 . 9 en 73.17 72.53 88.4 65.22 70.77 81.37 60.73
v samir-fama/SamirGPT-v1 X m zl‘jc C '."d . D r 0) 78441 69.54 87.04 65.3 63.37 81.69 74.92
v SanjiWatsuki/Lelantos-DPQ-7B = D PO 73.09 71.08 87.22 64 67.77 80.03 68.46

e Open source LLMs now almost all just use DPO (and it works well!)



Where does the labels come from?

................... [ v e [
Exclusive: OpenAl Used Kenyan Workers on - o .
Lsss Thii $2 Par Hoti to Malis ChatGPT Lisss Millions of Workers Are Training Al Models for Pennies
Toxic From the Philippines to Colombia, low-paid workers label training data for Al models used by the likes of Amazon, Facebook, Google, and Microsoft.

15 MINUTE READ

Behind the Al boom, an army of overseas
workers in ‘digital sweatshops’

and fiegine Cabato

RLHF labels are often obtained from overseas, low-wage workers



Where does the label come from?

|
|

T T T T —
o What gender do you identify as? — community healthf ¢ ¢ o o @ o0 OO O o O Offe o o @O O O O Offe © @ ©
Remale 44 49 corporations, tech, banks, automatonj ¢ e © o © o o offjo o @ O ejJo o e OO O e O ejfOo O e @ = P%;ziootge%ﬁve
Nonbinary / other 5.6% crime/securityf @ © @ © @ oo OfJj0O © O O Oy O @ oo 0 © o Offr O @ o vt el
Whikt othiaiies do v Mieaty wt discriminatonj @ © O @ O oo @j® © o @ offjc o e @ O O o Offje o o e Moderate

White /Cauc:s'ian y ¥ as: 31.6% economy and inequality} ® @ © @ O 0O @0 0 O © Offe o e o o o O o Offe o o © Liveral
Southeast Asian 52.6% educationf OO O O @ @ @ Ollo o O o Offe © 0 @0 o O 0 Oljle © @ o] © Vervivenl
Indigenous / Native American / Alaskan Native  0.0% Tuture.cf Americay & —&—8—¢—9¢ 00 OO O O O Offo ¢ e 6|0 O O O Offe © o @
Rast Asian 5.3% gender & sexualityj © © o © o o o OoJIO O O O Ofe e o @JJO O O O Offe o o o
Middle Eastern 0.0% global attitudes and foreign policyjf ©  ©  © O © O O OJIO O 0 o Offe o o @O0 O O O OHHe o o o EDUCATION
Latinx 15.8% healthcaref © © © @ © o 0 ofJJO O O O OO O e ol O O O O O O e o Less than high'school
Black / of African descent 10.5% immigratonf© © O O O o O ollo o oo olle - @@l © 0 0ol o @ e :;gmh :Zr;ﬁ:; zr:-::)uz;eg .

What is your nationality? job/careerg © o O O O © o0 OO0 O o O oo O e e OO O O O O & @] ¢ associate's dégree
Filipino 22% leadershipj @ @ @ @ @ oo o0 O O O OO O o @ OO0 0 O O o e © @ College graduate/some postgrad
Bangladeshi 22% news, social media, data, privacyj ¢ ¢ o o o o o ofJJO O © O Oflc ¢ o o0 O 0 O Oflo o e e ] ® Posgaduate
American 17% personal financef © o © o o o o offOo ©@ o @ e]JO o o oJJO O 0o O oD ©0 © @
AIba_n?an 5% personalhealthjf @ o o o @ o o offe © © o ofjle @ ¢ @lJe O O o © I: ® o 0
g;as(llliaar:] gg political issuesf © O O © O © OQle © 0 o offo 0 e effe 0O ¢ 0 o G B ¢ INCOME
Colombian 5% aca i ——¢—0-—9 0 O|© O O O Offe o & @0 O 0 O Offe o o @ Less than $30,000
Tndisn 59 relationships and familyf © ¢ o o © @ © oo o e O Ofjo o e e]JJO O o O OHO © o e 30, 000 — 50,000
Uruguayan 59 religonf O @ @ © @ e O OO0 O O o offjo © @ ¢ JO O O O Offo ®© @ @] o 50,000-75000
Zimbabwean 5% sciencej ® © o @ © o o0 OO O 0 O ol » o @O O O O OHD o e @] ® 75000-100000

What is your age? self-perception and valuesf © © © © © o 0 offo e ¢ O eJlO 0o @ @0 © 0o O oo © @ @] © S100000rmoe
18-24 26.3% statusinlifef ¢ o e o o o 6 OO O 0 O Offo ¢ o @0 O @ O OO o © @
25-34 47.4% .
35-44 10.5% 2 3 % £ = 2 S 2 8 =2 2 3 £ 83 8 8 8
45-54 10.5% 5 S g § & 2 T 8 B 29 § 8§ % ¢ ¢
55-64 5.3% 5 H i, , R T 5 5 3
65+ 0% 5 Base’ language models 5 55 5
What is your highest attained level of education? B B

Less than high school degree 0%
High school degree 10.5%
Undergraduate degree 52.6%

ey chord on [Santurkar+ 2023, OpinionQA]

 We also need to be quite careful about how annotator biases might creep into LMs



Limitations of RLHF

+ Directly model preferences (cf. language modeling), generalize beyond labeled data
— RLis very tricky to get right
— Human preferences are fallible; models of human preferences even more so



What’s next?

RLHF is still a very underexplored and fast-
LARGE LANGUAGE MODELS CAN SELF-IMPROVE

moving area!

RLHF gets you further than instruction Y o sanaiar LaBo MemdSWa:  NteliWeng:
. . . . . 1University of Illinois at Urbana-Champaign 2Googl

finetuning, but is (still!) data expensive. Gl e B et B s, me, EslEn,

xuezhiw, hongkuny}@google.com

[Huang et al., 2022]

Recent work aims to alleviate such data
requirements:

 RLfrom Al feedback [Bai et al., 2022]

* Finetuning LMs on their own outputs ﬁ
[Huang et al., 2022; Zelikman et al.,
2022] LM —> chain of thought

However, there are still many limitations of
large LMs (size, hallucination) that may not
be solvable with RLHF!

Self-Taught Reasoner (STaR)
[Zelikman et al., 2022]




Outline

 Aligning LLMs: from models to assistants
* Instruction tuning
» Reinforcement learning with human feedback (RLHF)
* Chain-of-thought

« Efficient LLM finetuning
* LoRA fine-tuning



Hard language tasks: reasoning

/Q: If there are 3 cars in the \
parking lot and 2 more cars
arrive, how many cars are in

the parking lot?

A: The answer is 5

\ /

Arithmetic Reasoning (AR)

(+ = x+...)

/Q: Take the last letters of
the words in "Elon Musk"
and concatenate them

A: The answer is nk.

"

~

)

Symbolic Reasoning (SR)

/Q: What home entertainment \
equipment requires cable?
Answer Choices: (a) radio shack

(b) substation (c) television (d)
cabinet

\\A: The answer is (c). /

Commonsense Reasoning (CR)



Reasoning Problems

Fine-tune GPT-3 on GSM8K (arithmetic): (Cobbe et al. 2021)

351

w
o

§20 / Conjecture: to achieve > 80%, needs 100
p . . times more fine-tuning data for 175B model

10+

—— 3B model
—— 6B model
—— 12B model

175B model

500 1000 2000 4000 8000
Training Set Size



Reasoning Problems

GSMB8K (arithmetic):

Finetuned GPT-3 175B

Prior best

[] 540B LM: standard prompting

B 540B LM: chain of thought prompting

100 F Few-shot standard prompting with even larger

~ g0l i model (PaLM 540B) also does not work well.
S
2 60 55 57
= 7
0 40 33 /
— V 1
S 20 //

oL 74

Math Word Problems (GSM8K)



Reasoning Problems

Scaling up language model size does not efficiently achieve high performances, for
Arithmetic Reasoning (AR), CommonSense Reasoning (CR) and Symbolic Reasoning

(SR) tasks.

Proposed solution: chain of thought prompting



Chain-of-Thought (CoT) NeurlPS22

A chain of thought is a series of intermediate natural language reasoning steps that lead to the final output.

Use <input, intermediate results, output> triples, rather than simple <input, output> pairs

Benefits: L . . . Chain of Thought Prompting Elicits Reasoning
e Decomposition -> easier intermediate problems in Large Language Models
e Interpretable
® More general than neural Sym bO”C ComDUting Jason Wei  Xuezhi Wang Dale Schuurmans Maarten Bosma
° Leveraging prom pt|ng of LLM Brian Ichter FeiXia EdH.Chi QuocV.Le Denny Zhou

F Sh t C T Google Research, Brain Team
eW' o o {iasonwei dennvzhont@coosle. com

Large Language Models are Zero-Shot Reasoners

Takeshi Kojima Shixiang Shane Gu
The University of Tokyo Google Research, Brain Team
t.kojimaQueblab.t.u-tokyo.ac. jp

Z S h t C T Machel Reid Yutaka Matsuo Yusuke Iwasawa
ero- O o The Universitv of Tokvo The Universitv of Tokvo The Universitv of Tokvo




Example

* Break a large task into sub-tasks and chain them together

Standard Prompting Chain-of-Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans D Q: Roger has 5 tennis balls. He buys 2 more cans oﬁ
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11.

- he anseri 1.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? J make lunch and bought 6 more, how many apples

Kdo they have? )

A: The answer is 27. x ) A
The

answeris 9. ¢/




Chain-of-Thought (CoT)

Examples

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of terb

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

o /
(c) Zero-shot

@ A juggler can juggle 16 balls. Half of the balls are golf baIIQ
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

e

I

(b) Few-shot-CoT (Wei et al., 2022)

ﬁRoger has 5 tennis balls. He buys 2 more cans of teﬁ
balls. Each can has 3 tennis balls. How many tennis balls does

he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf
lls. So there are 16 / 2 = 8 golf balls. Half of the golf balls 9

ba
W. So there are 8/ 2 = 4 blue golf balls. The answer is 4. v

(d) Zero-shot-CoT ((KoJima et al., 2022)

ﬁ): A juggler can juggle 16 balls. Half of the balls are golf balls,\
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls

Qre blue. That means that there are 4 blue golf balls. v /

CoT
Examples

Step-by-step
Answer

Two-stage
Prompting Step-
by-step Answer



Zero-Shot Chain of Thought (CoT)

A two-stage prompting is applied:

[1st prompt]
Reasoning Extraction

Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 minutes. How
Trigger1 many punches did he throw?

A: Let's think step by step.

Question

@ >

LLM H
& |
!
/
In one minute, Joe throws 25 punches. )

Eeahsonlng In three minutes, Joe throws 3 * 25 = 75 punches.
at In five rounds, Joe throws 5 * 75 = 375 punches.

[2nd prompt]
Answer Extraction

(Q: On average Joe throws 25 punches per

minute. A fight lasts 5 rounds of 3 =+ -
A: Let's think step by step.

\

In one minute, Joe throws 25 punches. -+ +In five
rounds, Joe throws 5 * 75 = 375 punches. .

uherefore, the answer (arabic numerals) is

#7

p

LLM

o

375.

)

Question
+Trigger1

Reasoning Path

Trigger2

Answer



Outline

 Aligning LLMs: from models to assistants
* Instruction tuning
» Reinforcement learning with human feedback (RLHF)
 Chain-of-thought

« Efficient LLM finetuning
* LoRA fine-tuning



Low-Rank Adaptation (LoRA)

* Freeze pretrained model weights and inject trainable rank decomposition
matrices into each layer

Pretrained
Weight

Pretrained
Weight

1= ]Rdxd

h=Wx+ AWx =Wz + 5Ax
Full Finetuning LoRA

* LORA: Low-Rank Adaption of Large Language Models. Hu et al. 2021



Low-Rank Adaptation (LoRA)

Pretrained
Weights

W e R

r
" —
= =

* LORA: Low-Rank Adaption of Large Language Models. Hu et al. 2021



Low-Rank Adaptation (LoRA)

* Apply LoRA to Attention * Apply LoRA to MLP layer

®

Multi-Head
Self Attention

i o
—

* LORA: Low-Rank Adaption of Large Language Models. Hu et al. 2021



LoRA Does Not Increase Inference Latency

Pretrained Pretrained Adapted
Weight Weight Weight

W e R4xd W e R4xd W' =W + AW

* LORA: Low-Rank Adaption of Large Language Models. Hu et al. 2021



LoRA Variant (LoHa): Low-Rank Hadamard Product

« Use Hadamard (element-wise) product

« AW can have the same number of trainable parameters but a higher rank
and expressivity

lf,
Frozen U Frozen
) Pretrained ek Pretrained
h
LoRA LoHA (ours)

: Matrix Product (+) : Hadamard Product



LoRA Variant (LoKr): Low-Rank Kronecker Product

* Replace matrix product with Kronecker product
* Preserve the rank of the original weight matrix through Kronecker product

Frozen l.'lllB s ﬂlﬂB
Pretrained
Weight A®B= ;
”.U c BPXY - "

i B ... Qnn B _

h
LoKr (ours)

.>_<. - Kronecker Product



A lot more uncovered...

Least-To-Most

Self-Ask

Meta-Prompt
Chain-Of-Thought

ReAct
Symbolic Reasoning

Prompt

Engineering PAL
" Iterative Prompting
TeChanues Sequential Prompting

Self-Consistency
Automatic Reasoning and Tool-use (ART)

Generated Knowledge
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