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Yao LU, assistant professorin CS

 PhDin CS, University of Washington, 2018
» Researcher, Microsoft Research Redmond, 2014-2024
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Outline

* Why machine learning systems
* Some recent topics in ML systems research & production

* Logistics



Successes of Al / ML Today

Personal Assistants Robotics / Auto Driving

Search /Recom. / Ads

Recommendlation




Big Bang of Generative Al

Colorful applications

Large language models and ChatGPT

ChatGPT
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1958 — 2000: ML Research

T2

Perceptron  Backprop Support Vector ConvNet Gradient Boosting
Algorithm Machine (SVM) Machine (GBM)
1958 1986 1992 1998 1999

Many algorithms we use today
were created before 2000

Based on personal view.
Source: Wikipedia



2000 -2010: Arrival of Big Data

kaggle

IMAGENET

flickr wMTurk

2001 2004 2005 2009 2010

Data serves as fuel for machine
learning models

Based on personal view.
Source: Wikipedia



2006 — Now: Compute and Scaling

TensorCore

Public
cloud

2006 2007 2016 2017 2019

Compute scaling

Based on personal view.
Source: Wikipedia, Nvidia, Google



Three Pillars of ML Applications

SVM ConvNet
Backprop GBM ML Research

1958

IMZ&AGE Data
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Public
cloud
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AlexNet

Year 2012
Compute
ML Research Data P
SGD IMJ&GE Two Nvidia GTX
Dropout 580 GPUs
ConvNet 1M labeled
Pooling images Six days
D _J

Krizhevsky et.al ImageNet Classification with Deep Convolutional Neural Networks.



Tiangi Chen’s First Deep Learning project
Year 2010

Language files blank comment code
C 3 84 721 22755
C/C++ Header 43 1773 2616 12324
CUDA 21 1264 1042 7871
C++ 17 268 343 1472
MATLAB 9 49 9 245
make 3 26 10 84
Python 2 12 0 42
SUM: 98 3476 4741 44793

One model variant
44Kk lines of code, including CUDA kernels for GTX 470 Six
months of engineering effort

The project did not work out in the end.



Machine Learning Systems

& Reshet ... | ML Research

Transf
Researcher| '@"™Me

44k lines of code Six months

IMAGE Data




Machine Learning Systems

& Resfet ..~ | ML Research

Transformer

Researcher
| 100 lines of python Afew hours ]
System Abstractions
{ Systems (ML Frameworks) O F ol }
Data

IMAGE




Machine Learning Systems

Researcher | "™
(100 lines of python v
SystemAbstr
[ Systems (ML Frameworks) I

IMAGENET




MLSys as a Research Field

Problems /
> applications

A holistic approach (ML, Data,
Compute) to solve the problem
of interest.

Compute




A practical problem

wm~ _loimprove pedestrian detection to be X-percent
. & accurate, at Y-ms latency budget with Z-watt
hardware



A Typical ML Approach

@y . . loimprove pedestrian detection to be X-percent
S accurate, at Y-ms latency budget with Z-watt
hardware

Design a better model with smaller amount of compute
via pruning, distillation



A Typical Systems Approach

=~ _loimprove pedestrian detection to be X-percent
B8 accurate, at Y-ms latency budget with Z-watt
hardware

Build a better inference engine to reduce the
latency and run more accurate models.



An MLSys Approach

@y . . loimprove pedestrian detection to be X-percent
) B accurate, at Y-ms latency budget with Z-watt
' hardware

« Data: acquire more sensor data and preprocess them
 Model: Develop models that fit the accuracy & latency budget

« Compute: Build end-to-end systems for the specific hardware
« Edge devices & accelerators, sensor data pipelines, decision making



Another example - scale up!

LARGE LANGUAGE MODEL HIGHLIGHTS (JUN/2024)

GPT-4 Classic ZRNIE 4.0 B | ' Olympus Next...
1.76T MoE D T e

2T (2024H2) (2024)

e Nano ® XS Small @ Medium Large XL
Gemini-Nano-11.8B Falcon 2 11B Command-R 35B K2-65B Command R+ 104B Grok-1.5 314B
Mamba-2 2.7B Gemma 7B Mixtral 8x7B Llama 3 70B Qwen-1.5 110B Inflection-2.5
Phi-3-mini 3.8B Mistral 7B Yi1.5 34B Luminous Supreme Titan 200B Llama 3 405B

&> Parameters

‘ Al lab/group

& LifeArchitect.ai/models

Sizes linear to scale. Selected highlights only. All 350+ models: https://lifearchitect.ai/models-table/ Alan D. Thompson. 2021-2024.




An MLSys Approach

>
@

& [rain an LLM with 1T parameters and

H

« maximize model quality

LifeArchitect.ai/models

Data: acquire more data and preprocess them
Model: Design models that optimize for the specific model size

Systems: Build end-to-end systems that enable training on a distributed cluster
« Networking, storage, scheduling, failure recovery etc.



MLSys as an Emerging Research Field

Al Systems Workshop at NeurlPS

MLSys tracks at Systems/DB/Networking
conferences

Conference on Machine Learning and
Systems (MLSys.org)

Compute




MLSys as a Startup Arena

W& LangChain
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Why Study Machine Learning and Systems?

Reason #1 Al is the future. Systems for Al is the foundation.

Reason #2 A full-stack and holistic approach to push the frontier of Al
research and production.

-
. . . 3 ,\;}?j
Reason #3 Industry: high demand, low supply — high $$% g,ﬁ-



Outline

* Some recent topics in ML systems research & production



New hardware

* Edge / personal Al devices

* “New” architecture:
CPU+GPU unified memory

AMD Ryzen Al Max+
395 CPU+GPU

* Problems to solve

* Improve accuracy/ performance & reduce costs

* Software-hardware co-design




New Al paradigms

* LLM Pre-training — Post-training

* Modular, (can be) distributed, focusing
on end goals
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Data infrastructures

IMPORTING
DATA \
EXPORTING MERGING
DATA DATA SETS
VERIFICATION - REBUILDING
& ENRICHMENT CCL$ACNI”:I§ MISSING DATA
DE-DUPLICATION STANDARDIZATION

e T

NORMALIZATION

Data management for Al :

acquisition, cleaning, structurization,

transformation, annotation, visualization

Al-aided data management & curation

o MongoDB.

. 4 FYTHON VECTOR DATARBASE YOU JUST KEED - WO KORE, NOU LESS.

Azure Data Lake

Data systems for Al :
embedding, storage, indexing,
retrieval, query processing,

LLM-based data analytics



A practical case: Al +finance

* Analyzing 100TB multi-modal data:

* Time series: stock prices, economic data

* Unstructured text: news, Twitter, SEC filings in HTMLs

e Structure info: fundamentals

* LLM tasks:
* Data preparation
* Prediction, sentiment analyses, QA
* Planning, reasoning, simulation

Inflation

OPR

Relationships Between CAP and Financial Performance

The following graphs illustrate how CAP for our NEOs aligns with the Company’s financial performance measures as
detailed in the Pay Versus Performance table above for each of Fiscal 2021, 2022, 2023, and 2024, as well as between the
TSRS of NVIDIA and the Nasdaq100 Index, reflecting the value of a fixed $100 investment beginning with the market
close on January 24, 2020, the last trading day before our Fiscal 2021, through and including the end of the respective
listed fiscal years.

NEO CAP versus TSR
= s1120

s978.42
L s2341 $930

s180 s740
g pre |
" $360
$30 s170
o (s41) 514 o
Fiscal 2021 Fiscal 2022 Fiscal 2023 Fiscal 2024
MCEOCAD - Other NEO Average CAP  =HVIOIATSA -+ asdsal00 Inden TSR
NEO CAP versus Net Income & Non-GAAP Operating Income
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Advanced systems

Chef Restaurant Disney world
(LLM) (serving systems) (cloud systems)

From serving to cloud systems:
* Multi-tenancy: from scaling-up to scaling-out (models, users, applications, tasks etc.)

* Operations of large-scale, heterogeneous infrastructures



Al / ML for systems

* Problems to solve

* Use Al to monitor & operate the cloud
* Use Al/ML to improve individual cloud components

* Reduce operating costs



“Make slides for MoE models” =>

Applications

Key Components of an MoE System

d RAGS * Expert Networks =~ Gating Network - Contrast: Sparse vs.
(Router) Dense

* LLM agents

* Deep research

Individual neural networks,

feed-forward networks, that
specialized processors. Each
trained to become highly pri
handling specific types of dd
patterns, or distinct computé
within the larger model.

Individual NN Task-Specil

Feed-Forward

U1 Dynamic Routing

Dynamically routes input data to the most
suitable experts, acting as an intelligent
traffic system for the model.

Input Processor Expert Selector

Top-K Routing

33 Equitable Distribution

Ensures a balanced distribution of workload
across all experts, preventing bottlenecks

and underutilization for optimal throughput.

Prevent Underutilization

Optimize Throughput Fair Workload

.

The Gating Network: Orchestrating Expertise

4 Efficiency & Capacity

Enables sparse activation, which is critical for
computational savings and scaling models
to billions of parameters efficiently.

Sparse Activation
Computational Savings

Model Scalability

®) Joint Optimization

The gating network is trained jointly with
the experts, using a specialized loss function
that often includes an auxiliary objective to
promote balanced routing.

System-Wide Training Dedicated Loss

Auxiliary Objective



Outline

* Logistics



Pre-requisitions

* UG machine learning or equivalent
UG operating systems or equivalent
* Strong Python programming

* (Optional) C/C++/Rust programming

* This is a system-focused course, not intended for only LLM algorithms / modeling



CO U rse SC h ed U le (subject to change)
--—_—

08-13 Intro HW1 out ML and systems basics

2 08-20 ML sys foundations

HW1 due
3 08-27 Alframework and autograd (more time)

Al framework +
4 09-03 Hardware acceleration HW?2 out autograd

5 09-10 Training technologies
Transformers, attention and

6 09-17 optimizations HW2 due
09-24 Recess
7 10-01 Serving LLMs HW3 out LLM inference
8 10-08 Post-training techniques
9 10-15 Multi-modal models HW3 due
10 10-22 Application systems HW4 out LLM serving
11 10-29 LLM safety (TBD)
12 11-05 Cloud systems for Al HW4 due

13 11-12 Project presentation



Assignments and grading

* Paperreading and discussion
* Mandatory, each weak 20%

* Coding/Written assignments & course projects
« HW1 mandatory 20%
« HW2-4 can be substituted partly or entirely by course projects 60% combined
e.g.. allHW2-4 and no project, all project, no HW2-4, HW1 + project

 Course projects (normalized to 100%)
* Group of 2-3 people
* The fewer HW1-3 you take / the more people, the higher expectation
* Choice & proposal by Week 3. (10%)
* Mid-term report by the end of Recess week. (20%)
* Finalreport by the end of Week 13. (40%)
* Presentations in Week 13. (30%)
* Topics: ML systems related. Pure ML/AI/CV/NLP projects are not acceptable.

e Resources

* HWO: no GPU is needed. HW1-3 GPU programming as bonus
* GPU clusters at SOC



Example projects

* Accelerating deep research workflows
* Self-evolving LLM agents
* LLM distillation and alignment

* LLM on personal Al devices



Communications

* Instructor email: luyao@comp.nus.edu.sg

* TAemail: j1shen@comp.nus.edu.sg

noppanat@comp.nus.edu.sg

* Project discussion by appointment

e Canvas

 Notifications
 Gradebook
* Homework upload


mailto:luyao@comp.nus.edu.sg
mailto:j1shen@comp.nus.edu.sg
mailto:noppanat@comp.nus.edu.sg

Disclaimers

« This is the 2nd offering of this course. There are not
many similar offerings around the world.

* Industry & open-source world evolving ultra fast.

« The material and outline will likely adjust throughout the
semester.

* There will be bugs in the content or assignments.

40



Concerns & comments?

8?3‘:1:%3
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