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Application systems: outline

» Retrieval Augmented Generation (RAG)

* VVector DBs

» Al agents



Retrieval Augmented Generation (RAG)

) lnformatlon Iag USING LOCAL LLMS WITH LOCAL DATA

* Model hallucination
« Hard to incorporate proprietary data

BASE MODEL

What was the name of that - Sorry, | don't have access to
movie Chris emailed me about any specific information about

last year? emails or ...

BASE MODEL + USER DATASET

What was the name of that . Chris Thomson emailed you
movie Chris emailed me about about “The Fall” on October
last year? 23" last year. The Fall is an

adventure fantasy film
released in 2006, starring...

5] - 4o [

User Sentence Vector
dataset xformer Library




Retrieval Augmented Generation (RAG)

Directly using LLMs faces problems
 Information lag
* Model hallucination
« Hard to incorporate proprietary data

Instead, we need RAG =

« Retrieval: The user’s request is used to query some
external info - querying a vector store, a keyword search over
text, or querying a database. This is to obtain supporting data
/ context that helps the LLM provide a useful response.

* Augmentation: The supporting data / context is combined
with the user request, often using a template with instructions
to the LLM, to create a prompit.

« Generation: The LLM generates a response to the prompt.

W 4’ LangChain

E% Llamalndex
&
LLM model
generate
/F_’rompt \

User’s request

augment

Supporting data (context)

N\

/

retrieve

[ Enterprise data sources }




With an LLM alone

No proprietary knowledge: LLMs are generally trained on
publicly available data, so they cannot accurately answer
questions about a company's internal or proprietary data.

Knowledge isn’'t updated in real time: LLMs do not have access
to information about events that occurred after they were
trained. For example, a standalone LLM cannot tell you anything
about stock movements today.

Lack of citations: LLMs cannot cite specific sources of
information when responding, leaving the user unable to verify
whether the response is factually correct or a hallucination.

Lack of data access controls (ACLs): LLMs alone can't reliably
provide different answers to different users based on specific
user permissions.

Using LLMs with RAG

RAG applications can incorporate proprietary data: A RAG
application can supply proprietary documents such as memos,
emails, and design documents to an LLM, enabling it to answer

questions about those documents.

RAG applications can access real-time data: A RAG application can
supply the LLM with timely information from an updated data
source, allowing it to provide useful answers about events past its
training cutoff date.

RAG can cite sources: When used as part of a RAG application, an
LLM can be asked to cite its sources.

RAG allows for data security/ACLs: The retrieval step can be
designed to find only the information that the user has credentials
to access, enabling a RAG application to selectively retrieve

personal or proprietary information.



devoriales

9= 7

=

Response

LKL e

J
E1
IIPIND * oy

RAG workflow

(Offline) Preprocess
* Chunking documents with simple heuristics (1)

« Compute embeddings w/ a pre-trained model (2)

>>> >

* Indexing & store the embeddings in a database (2) query . ; .
ombine context an GLDLI‘"lth(, MOdL]
(Online) When a user query comes “““Y‘
« Compute embedding for the user query (3)
+ Retrieve relevant embeddings from the database (4) Yl

* Assemble a prompt, send it to LLM for result (5-7)
Example: Ask “How many employees?” to an SEC filing ‘<< < . 1-ml

w ‘ et O o L f| )4
e ~rtra—s embcddings ° “P,: R
Fo :;10 L . '.
bl ks & el

Semantic Search « ¢ N

Vector Store > > > > > > gL L.
‘ Retrieve relevant ( : >

Embedding Model

Data

“Retrieved” context from the document:

document

Backlog

In the Company’s experience, the actual amount of product backlog at any particular time is not a meaningful indication of its future business prospects. In particular, backlog
often increases immediately following new product introductions as customers anticipate shortages. Backlog is often reduced once customers believe they can obtain sufficient
supply. Because of the foregoing, backlog should not be considered a reliable indicator of the Company’s ability to achieve any particular level of revenue or financial
performance.

Employees

As of September 29, 2018, the Company had approximately 132,000 full-time equivalent employees.

~100 pages, tables, text

Apple Inc. | 2018 Form 10-K | 6



Note 3 = Financial Instruments

Cash, Cash Equivalents and Marketable Securities

The following tables show the Company’s cash, cash equivalents and marketable securities by significant investment category as of December 31, 2022 and
September 24, 2022 (in millions):

Drawbacks of RAG

Adjusted Unrealized Unrealized Fair Cash Marketable Marketable
ost Gains Losses Value Equivalents Securities Securities
Cash H 17,908 § — § — % 17908 § 17908 § — § —
Level 1™
Maney market funds 818 — — 818 818 — —
- - Mutual funds 330 2 (40) 282 — 202 —
« What if retrieval goes wrong? 2 ) o 22 =
Level 2 @
. U.5. Treasury securities 24128 1 (1,576) 22,553 13 9,105 13,435
 Raw documents are highly nonstructured U'S. agency securities 5743 - (643) 5100 - 310 4790
Non-U.S. government securities 17,778 14 (1,029) 16,763 —_ 9,907 6,856
Certificates of deposit and time deposits 2,025 -_— —_— 2,025 1,795 230 _
* Documents are too lon g Commercial paper 237 - — 237 - 237 —
I . I Corporate debt securities 85,895 14 (7,039) 78,870 1 10,377 68,492
) Municipal securities 864 - (26) 838 —_ 278 560
Com p eX retrl eva Mortgage- and asset-backed securities 22,448 3 (2,405) 20,046 —_ 84 19,962
H H Subtotal 159,118 32 (12,718) 146,432 1,808 30,528 114,005
b Ra n k| ng IS WIro ng Total @ $ 178174 § 34 % (12758) 5 165450 $ 20535 $ 30,820 $ 114,085
September 24, 2022
Cash and Current Non-Current
Adjusted Unrealized Unrealized Fair Cash Marketable Marketable
- - ? Cost Gains Losses Value Equivalents Securities Securities
 What if generation goes wrong~ con Tomse T — v — % wes s e s 3 -
. Money market funds 2,929 — — 2,929 2.929 — —
* Prompt is too complex / long Mutualfunds 274 = ) 227 — 227 =
Subtotal 3,203 — (47) 3,156 2,929 227 —_
1 J 1 1 Level 2 (21
 Generation doesn't follow instruction / 'S reasuy secunis 25434 _ mm mam s001
H U.5. agency securities 5823 —_ (655) 5,168 —_ 240 4928
fo rm at req u I re m e nt Non-U.S. government securities 16,948 2 (1,201) 15,749 —_ 8,806 6,943
Certificates of deposit and time deposits 2,087 — — 2,067 1,805 262 —
Commercial paper 718 — —_ 718 28 690 —_
Corporate debt securities 87,148 9 (7,707) 79,450 _— 9,023 70427
Municipal securities 921 — (35) 8886 —_ 266 620
Mortgage- and asset-backed securities 22553 — (2,583) 19,960 — 53 18 907
Subtotal 161,312 11 {13,918) 147 407 2171 24 431 120,805
Total $ 183,061 § 1§ (13963) § 169,108 § 23646 § 24658 § 120,805

(1) Level 1 fair value estimates are based on quoted prices in active markets for identical assets or liabilities.

(2) Level 2 fair value estimates are based on observable inputs other than guoted prices in active markets for identical assets and liabilities, quoted prices for
identical or similar assets or liabilities in inactive markets, or other inputs that are observable or can be corroborated by observable market data for substantially
the full term of the assets or liabilities.

(3) As of December 31, 2022 and September 24, 2022, total marketable securities included $13.6 billion and $12.7 billion, respectively, that were restricted from
general use, related to the European Commission decision finding that Ireland granted state aid to the Company, and other agreements.

Apple Inc. | Q1 2023 Form 10-Q | 8



Looking back on the info retrieval literature

Many IR techniques can be applied to RAG

« Better chunking mechanisms

Prompt compression

Learning to rank / re-ranking

Model selection, finetuning & distillation

Multi-way retrieval
Graph RAG



Better chunking mechanisms

» Besides the simple fix-length chunking, there are many other ways:

Overlapping windows to make sure information is captured in some windows

Structure-aware chunking to avoid breaking in the middle of paragraphs and sentences
Document based chunking that leverages the document property (Markdown, HTML, LaTeX etc.)

NLP/Semantic chunking to detect topic changes

Agentic chucking uses Al agents to decide if a sentence should be added to the previous chunk.

Cosine distance between sequential sentences
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Models
gpt-4o
claude-3-5-sonnet
1 claude-3-opus
Prompt compression
gpt-4o-mini
® gpt-4-turbo
—e— claude-3-sonnet
—e— gpt-4
© meta-llama-3.1-405b

» More context = more accurate (at cost)

—e— meta-llama-3-70b

Average Answer Correctness

—&— mixtral-8x7b
—e— dbrx

—e— gpt-3.5-turbo

* LLMLingua EMNLP 2023 (Instruction tuning!)

2K 4K 8K 16K 32K 64K 96K 125K

Context Length

Original Prompt LLMLingua Black-box LLMs

A\

Instruction: Follow the given examples
and answer the question.

Demonstration 1: Q: In a certain _\ 1 Budget
school, 2/3 of the male students like to Controller
play basketball, .... What percent of the
population of the school do not like to
play basketball if the ratio of the male to
female students is 3:2 and there are
1000 students? Let's think step by step
The students are divided into3 +2 =15
Each part represents 1000/5 = 200
students. So, there are 3 x 200 = 600
males. And there are 2 x 200 = 400.
...basketball is 520/1000 * 100 = 52.
The answer is 52.

Demonstration 2:

0 Distribution
Alignment

/ III Compressed
/ Prompt Execution

Compressed Prompt

: Sam bought a dozen boxes each 30
highl pens inside, $10 each. ... thelters
separately at the of three $2. much make
total,\nLets think step\nbought boxes x0
oflters\nHe 2 3ters in\nSam then boxes
6lters/box Oters\nHe sold these boxes
S\nAfterelling these boxes there

> | 36030lters\nese00 of three\nsold groups2

Demonstration 8: Q: Sam bought a
dozen boxes, each with 30 highlighter
pens inside,... The answer is 115.

II Iterative Token-

Question: Janet’s ducks lay 16 eggs per Level Prompt <
day..... How much in dollars does she Compression each so made *2 $20 from\nin total, -
make every day at the farmers' market? he015\nSince his he § - $120 = 5115 in
profit.\nThe answer is 115
2366 tokens 117 tokens

. S . J \ J




. Original Prompt(9-steps Chain-of-Thought):

P ro m pt CO m p re S S I O n Question: Sam bought a dozen boxes, each with 30 highlighter pens inside, for $10 each box. He
rearranged five of these boxes into packages of six highlighters each and sold them for $3 per
package. He sold the rest of the highlighters separately at the rate of three pens for $2. How much
profit did he make in total, in dollars?

Let’s think step by step
° — Sam bought 12 boxes x $10 = $120 worth of highlighters.
More ConteXt more accurate (at COSt) He bought 12 * 30 = 360 highlighters in total.
Sam then took 5 boxes x 6 highlighters/box = 30 highlighters.
He sold these boxes for 5 * $3 = $15
. . . After selling these 5 boxes there were 360 - 30 = 330 highlighters remaining.
« LLM Llngua EMNLP 2023 (Instructlon tunlng!) These form 330/ 3 = 110 groups of three pens.
He sold each of these groups for $2 each, so made 110 * 2 = $220 from them.
In total, then, he earned $220 + $15 = $235.
Since his original cost was $120, he earned $235 - $120 = $1135 in profit.

The answer is 115
Instruction: Follow the given examples @ -
and answer the question.
Demonstration 1: Q: In a certain 1 Budget A
Controller
/ : Sam bought a dozen boxes each 30 highl pens inside. $10 each. He reanged five of boxes into of

school, 2/3 of the male students like to ComprESSEd Prompt:
play basketball, .... What percent of the
population of the school do not like to six each $3 per. He sold the thelters separately at the of three $2. much make total,
play basketball if the ratio of the male to (0 Distribution / 11 compressed Lets think step
female students is 3:2 and there are Alignment / ) ' )
1000 students? Let's think step by step Prompt Executi¢ bought boxes x0 oflters
The students are divided into3 +2 =15 / I He 2 3ters in
Ea“’ih part represents 1000/5 =200 ( d Sam then boxes 6lters/box Oters
students. So, there are 3 x 200 = 600 com resse Pl i
males. And there are 2 x 200 = 400. p He sold‘these boxes 5
: Sam bought a dozen box¢ Afterelling these boxes there 36030lters

...basketball is 520/1000 * 100 = 52. ; e
highl pens inside, $10 eack ... of three

The answer is 52. I he of three §
ati . separately at the of three § .
Demonstration 2: total \al ats tink stepinbor 501 groups2 each so made *2 $20 from

oflters\nHe 2 3ters in\nSan In total, heO15

6lters/box Oters\nHe sold € Since his he $ - $120 = $115 in profit.
S\nAfterelling these boxes :
. The answer is 115

= | 360301ters\nese00 of three umrm S

r ) s “

Original Prompt LLMLingua Black-box LLN

Demonstration 8: Q: Sam bought a
dozen boxes, each with 30 highlighter
pens inside,... The answer is 115.

II Iterative Token-

Question: Janet’s ducks lay 16 eggs per Level Prompt <
day..... How much in dollars does she Compression each so made *2 $20 from\nin total, -
make every day at the farmers' market? he015\nSince his he § - $120 = 5115 in
profit.\nThe answer is 115
2366 tokens 117 tokens

. S . J \




Learning to rank / re-ranking

5
» The “retrieval” part can be improved by using E“_.',D
a learned top-k ranking model (should be LLM model
cheaper than the later LLM) ode
generate
 Automatic and free labels from previous runs /P - N\
User's request augment (Ranking)

* Reduces context length requirements
(improve P@K)

feedbacks

Supporting data (context)

X | Y

Learned top-k
ranking model

retrieve

[ Enterprise data sources }




Model selection, finetuning & distillation

* Finetune or distill the generation model in order
to reduce size, adapt to formatting requirements.
e.g., collect RAG outputs from Llama 70b and
send them to finetune Llama 13b

* Orfor different queries, use different generation
models

* Further, we can propagate the gradients to the
embedding phrase, and finetune embedding
models

[ £
3
& ;
Finetuned /
LLM model | gistilted model
generate
/F_’rompt \

User’s request augment

Supporting data (context)

N\

/

retrieve

|

Enterprise data sources }




Multi-vector retrieval

Multi Vector Retriever

R / Vectorstore Docstore \

Summaries \_,/

Summary “'e Yy
LLM @Smry P
Table > l@* Sumary E—
2 * gl s _ Raw Table

Summary
g E sumry Raw Text

Documents

Vi Testruu e Turing.

P
P
£
£
. 4
-
Ll |
L=}

* Classic RAG falls short for complex, multi-modal datasets ' ‘l'

In: Out: Raw documents

Question

* Use different embedding models for inputs of different modality




Graph RAG

* Classic RAG approaches do not consider links between entities.

* They also have a wholistic view of the dataset (with simple

similar search)

* Given a private dataset, GraphRAG from Microsoft generates the
knowledge graph using LLMs, and retrieve for relevant content

for new RAG queries.

Query: “What has Novorossiya done?”

Baseline RAG

The text does not provide specific information on what Novorossiya has done.

LA JOCONDE
A WASHINGTON

DA VINCI

is a friend of

Jan 11984

An example knowledge graph

GraphRAG

Novorossiya, a political movement in Ukraine, has been involved in a series of
destructive activities, particularly targeting various entities in Ukraine [Entities
(6494, 912)]. The movement has been linked to plans to destroy properties of
several Ukrainian entities, including Rosen, the Qdessa Canning Factory, the
Qdessa Regional Radio Television Transmission Center, and the National Television
Company of Ukraine [Relationships (15207, 15208, 15209, 15210)]. In addition to
these, Novorossiya has also been associated with plans to destroy properties of
Roshen, the Odessa Conservatory Factory, the Odesa Regional Radio Television
Transmission Center, and the National Telecommunications Company of Ukraine
[Relationships (8329, 8330, 8331, 8332)]. Furthermore, Novorossiya has been
implicated in plans to blow up ATMs of PrivatBank, the largest state bank in
Ukraine [Relationships (8335, 8335)].

The Office of the General Prosecutor in Ukraine has reported on the creation of
Novorossiya, indicating the government’s awareness and potential concern over
the activities of this movement [Relationships (8264, 8264)]. The destructive
activities of Novorossiya have had significant impacts on the targeted entities and
have likely contributed to the ongoing tensions and conflicts in the region.

In summary, Novorossiya has been involved in a series of destructive activities
targeting various entities in Ukraine. These activities have had significant impacts
on the targeted entities and have likely contributed to the ongoing tensions and
conflicts in the region. The Ukrainian government, through the Office of the
General Prosecutor, has acknowledged the existence and activities of Novorossiya,
indicating a level of concern over the movement's actions.



Combine with full-text search

FuIIText earch | Vector Search Metadata
(BM-2: j] (HNSW / IVF-PQ) SQL Attributes
i
| l |
Result ID - 2 Result ID - 3 I
* Embedding has “needle-in-the-hay” problem.
Result ID - 3 Result ID - 1 I
I
Result ID - 1 Result ID - 2 I
u . : .
: | * To improve, RAGs can be combined with full-
“ | text search or external tools (SQL, search
: : engine) to boost accuracy
! Merge / Re-rank I
- - = + € — ~
Eiltst * Full-text search: BM-25 or LSH.
\ 4
Result ID -1
Result ID - 2

Result ID - 3



Raw documents in RAG

* Parsing & cleaning raw documents into structured data is often

challenging: noisy, unstructured, long documents

* Long-context vs RAG

* Long-context LLMs: simple (for developers) but often
more expensive (for users), can lost in the middle

* RAG: cheaper, deterministic security, easier to debug,

up-to-date info

Note 3 - Financial Instruments

Cash, Cash Equivalents and Marketable Securities

The following tables show the Company's cash, cash equivalents and marketable securities by significant investment category as of December 31, 2022 and

September 24, 2022 (in millions):
December 31, 2022

Cash and Current Non-Current
Ad&u:tud Unrealized Unrealized Fair Cash Marketable Marketable
ost Gains Losses Value i it it
Cash 3 17,908 § - § - % 17,908 $ 17908 $ - § —_
Level 11
Money market funds 818 - —_ a1a 818 - -
Mutual funds 330 2 (40) 292 - 292 =
Subtotal 1,148 2 (40} 1,110 818 202 —
Level 2:
U.S. Treasury securities 24,128 1 (1,578) 22,553 13 9,105 13,435
U.S. agency securities 5,743 - (643) 5,100 - 310 4,790
Non-U.S. government securities 17.778 14 (1,029) 16,763 - 9,907 6,856
Centificates of deposit and time deposits 2,025 — — 2,025 1,795 230 —
Commercial paper 237 — — 237 — 237 —
Corporate debt securities 85,805 14 (7,039) 78,870 1 10,377 66,492
Municipal securities 864 — (26) 838 - 278 560
Mortgage- and asset-backed securities 22,448 3 (2,405) 20,048 — 84 19,962
Subtotal 159,118 32 (12,718) 146,432 1,809 30,528 114,085
Total 178,174 (12,758) $ 165450 $ 20,535 § 30820 $ 114,095
September 24, 2022
Cash and Current Non-Current
Cash Marketable Marketable
[Decenﬂ:er 31, 2022 s Securities Securities
Adjusted 546 s - 3 -
Cost ) 929 _ _
Unrealized B 227 —
Gains =
Unrealized
338 5,001 17,980
LO?SES 5 240 4,928
Fair . - 8808 6,943
Direct copy & paste Boo=
28 690 —
Cash and = 9023 70427
Cash - 266 620
Equivalents = 53 19,907
current 171 24431 120,805
6 24,858 120,805
Marketable ENE - s -
Securities
Non-Current
Marketable § and liabilities, quoted prices for
- vable market data for substantially
Securities
Cash § 17,908 $ — 35 — § 17,908 § 17,908 § — 5 — lectively, that were restricted from
Level 1 : Jments.
Money market funds 818 — — 818 818 — —

Mutual funds 330 2 (40) 292 — 292 —

Subtotal 1,148 2 (40} 1,110 818 292 —

Level 2 : F
U.S. Treasury securities 24,128 1 (1,576) 22,553 13 9,105 13,435

U.S. agency securities 5,743 — (643) 5,100 — 310 4,790

Non-U.S. government securities 17,778 14 (1,029) 16,763 — 9,907 6,856

Certificates of deposit and time deposits 2,025 — — 2,025 1,795 230 —
Commercial paper 237 — — 237 — 237 —

Corporate debt securities 85,895 14 (7,039) 78,870 1 10,377 68,492
Municipal securities 864 — (26) 838 — 278 560

Mortgage- and asset-backed securities 22,448 3 (2,405) 20,046 — 84 19,962
Subtotal 159,118 32 (12,718) 146,432 1,809 30,528 114,095

Total § 178,174 5 34 $ (12,758) $ 165,450 $ 20,535 $ 30,820 $ 114,085
September 24, 2022

ndjusted

Cost

Unrealized

Gains

Unrealized

Losses

Fair

Value

Cash and

Cash

Equivalents

Current

Marketable

Securities



Parsing unstructured data

* Parsing: unstructured >> structured data

UNST
Llamalndex [fuer
e Common approaches:
* Rule based parsing: regex, HTML tags A Airparser.
¢ Computer-vision-based parsing prfSiO MR 7 Nanonets

* NLP based parsing
* LLM based parsing 1 import re

p.

3 def extract emails(text):

4 pattern = r'\b[A-Za-z0-9. %+-]+Ha[A-Za-z0-9.-]+\.[A-Z]|a-z]{2,7}\b’
5 return re.findall(pattern, text)

6

7 sample text = "Contact us at john.doef@example.com or support@company.org for assistan

8 emails = extract emails(sample text)
9 print(emails)
18




UNITED STATES
SECURITIES AND EXCHANGE COMMISSION
Washington, D.C. 20549

FORM 10-Q

(Mark One)

[ ]
X QUARTERLY REPORT PURSUANT TO SECTION 13 OR 15(d) OF THE SECURITIES EXCHANGE ACT OF 1934
— For the quarterly period ended July 1, 2017
or

[J TRANSITION REPORT PURSUANT TO SECTION 13 OR 15(d) OF THE SECURITIES EXCHANGE ACT OF 1934
For the transition period from to
Commission File Number. 001-36743

’

Apple Inc.

(Exact name of Registrant as specified in its charter)

California 94-2404110
(State or other junisdiction (LR S. Employer |dentification No.)

* Using per-template, pre-defined rules
e E.g.,name =row 2 char 4 to char 10 PR

(Address of principal executive offices) (Zip Code)

* Pixel(10, 10) to Pixel(100, 200) R i

Indicate by check mark whether the Registrant (1) has filed all reports required to be filed by Section 13 or 15(d) of the Securities Exchange Act of 1934 during the
preceding 12 months (or for such shorter period that the Registrant was required to file such reports), and (2) has been subject to such filing requirements for the past 90

* Search keyword =“Zip Code”

Indicate by check mark whether the Registrant has submitted electronically and posted on its corporate Web site, if any, every Interactive Data File required to be
submitted and posted pursuant to Rule 405 of Regulation S-T (§232 405 of this chapter) during the preceding 12 months (or for such shorter period that the Registrant
was required to submit and post such files)

Yes No O

Indicate by check mark whether the Registrant is a large accelerated filer, an accelerated filer, a non-accelerated filer, smaller reporting company, or an emerging growth
company. See the definitions of ‘large accelerated filer,” “accelerated filer," “smaller reporting company,” and “emerging growth company” in Rule 12b-2 of the Exchange
Act

Large accelerated filer Bd Accelerated filer m]

* How to define the rules?
 Manual scripting (when there IS a template) Aufnabime I e
* For dynamic/noisy inputs: Setegamg 190}, . Y Sauptbus-tr. 00 Template
ML based vision, NL solutions .

Bornamen (Rufname unteritreidyen) MAA fracet Went
®eburtstag und <ort: 8- 9") 1413 Labedn
Bekenntnis: .- LAl
’.Dcrm Namen: {L s Juﬂ_;\iu Luine Withdwime
Beruf: euamm,(u«‘/}lmn'-x
Wolnung: %ﬁ. %1.}1—411;...,&

r bes Stelloertreters (f;w'fw«/lu.;

W

Ramen: ’Sil 8.4,\91“'»’
Beruf: oo K'm‘,twu}u /‘«: e i Viewarisarcisdse
Wohnung: Jlm' :l"q\vn Al Ltﬂ (P.’n.'lh wrlion  Levan. ';uf.mlu

Handwritten

Penfion, Rame:




Parsing unstructured data

Original Document

Relationships Between CAP and Financial Performance

The following graphs illustrate how CAP for our NEOs aligns with the Company’s financial performance measures as
detailed in the Pay Versus Performance table above for each of Fiscal 2021, 2022, 2023, and 2024, as well as between the
TSRs of NVIDIA and the Nasdaq100 Index, reflecting the value of a fixed $100 investment beginning with the market
close on January 24, 2020, the last trading day before our Fiscal 2021, through and including the end of the respective

listed fiscal years.

$280

$230

g

$30

(820

$230

&

(820)

All information provided above under the “Pay Versus Performance” heading will not be deemed to be incorporated by reference into any filing
of the Company under the Securities Act of 1933, as amended, or the Securities Exchange Act of 1934, as amended, whether made before or

NEO CAP versus TSR

Fiscal 2021 Fiscal 2022
WCEOCAP Other NES

$978.42

$190.57

Fiscal 2024

P +NVIDIA TSR 8

NEO CAP versus Net Income & Non-GAAP Operating Income

$37,134

) (51.4)
Fiscal 2021 Fiscal 2022 Fiscal 2023 Fiscal 2024
acsocks Netincome

after the date hereof and irrespective of any general incorporation language in any such filing, except to the extent the Company specifically
if such ion by
y

63

Parsing Results

$1,120
$930

$740

$360
$170

(s20)

$40,000
$33,000 E

$26,000

Operating

$19,000

(82,000)

# Relationships Between CAP and Financial Performance

The following graphs illustrate how CAP for our NEOs aligns with the Company's financial
performance measures as detailed in the Pay Versus Performance table above for each of
Fiscal 2021, 2022, 2023, and 2024, as well as between the TSRs of NVIDIA and the Nasdaql00
Index, reflecting the value of a fixed $100 investment beginning with the market close on
January 24, 2020, the last trading day before our Fiscal 2021, through and including the
end of the respective listed fiscal years.

## NEO CAP versus TSR

| Fiscal Year | CEO CAP | Other NEOs Average CAP | NVIDIA TSR | Nasdaql@0 Index TSR
|

L}
| $207.79

| |
| |
| Fiscal 2021 | $79.6 | $27.9 | $141.39 |
| Fiscal 2022 | $105.5 | $38.5 | $365.66 | $158.12 |
| Fiscal 2023 | ($4.1) | ($1.4) | $326.3¢ | $133.09 | o
| Fiscal 2024 | $234.1 | $85.6 | $978.42 | $190.57 |
*Note: Values on right y-axis range from ($20) to $1,120%
## NEO CAP versus Net Income & Non-GAAP Operating Income hd
| Fiscal Year | CEO CAP | Other NEOs Average CAP | Net Income | Non-GAAP Operating Income |
| | | | | |
| Fiscal 2021 | $79.6 | $27.9 | $4,332 | $6,803 | o
| Fiscal 2022 | $105.5 | $38.5 | $9,752 | $12,690 |
| Fiscal 2023 | ($4.1) | ($1.4) | $4,368 | $9,040
| Fiscal 2024 | $234.1 | $85.6 | $29,760 | $37,134 |

*Note: Values on right y-axis range from ($2,000) to $40,000%

AWl information provided above under the “Pay Versus Performance" heading will not be
deemed to be incorporated by reference into any filing of the Company under the Securities
Act of 1933, as amended, or the Securities Exchange Act of 1934, as amended, whether made
before or after the date hereof and irrespective of any general incorporation language in
any such filing, except to the extent the Company specifically incorporates such
information by reference.
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Example from LlamaParse

More complex parsing:

Tables, figures, charts
Complex layouts

Large multi-modal models



Computer-vision-based parsing

Pre-processing

Type Classification
doc-to-image
Garbled Text Detection

1
>

| r A
a Mathematic
I:> §' Expression Integrate All
> Detection : >
3
5 Recognition
S| N Y
c
2 R
x [ Table Recognition o
(o) J Combining
3 . with bbox
Layout Analysis ha [ Chart Perception

-

{ VLM Decoder

I IZF> [ Vision Encoder ] Convert this document to markdown format.

Sip  the meean significance of infarmanien flow from the te par o2 labed werds:

CV-based parsing uses pretrained models to extract structural information from images

Zhang et al. Document Parsing Unveiled: Techniques, Challenges, and Prospects for Structured Information Extraction. arXiv2410.21169v2




Computer-vision-based parsing

Physical Layout Analysis Some tasks use standalone, specific models:
= |[ Feature Map :> * Layout analysis (extract bounding boxes)
A (Graph_Grid ) * Optical Character Recognition (OCR)
- .
* Math formula recognition (OCR)
Logical Layout Analysis J
® vision Feature * Table and chart recognition
@ Semantic Feature \—> - ~ )
@ ISimple Printed Expressions (SPE) | | Mathematical Expression Detection
| Position Feature o — TR g
N sw= [ ax (30,07 - 54 - 40 ) e e e Inline Expressmn Detection
LayOUt analyS|S | Complex Printed Expressions (CPE) | | - HZM(“I ; ) f | I
Lo e o Outline Expression Detection
\_ € 6 & € an.
e ~ | e, Ay = Z"’g (%) @
| Handwritten Expressions (HWE) | . \ ]
LBDE :LBED:%HB\)‘:-ED'):-IS‘ Mathematical Expression Recognition
IScreen Capture Expressions (SCE) T log(l/Cz) = — Decoder = \log(1/C*2)
log(1/ C2) 9 Image Feature Extraction RNN or Transformer Sequence




Computer-vision-based parsing

Based on Row and Column Segmentation

Pic-->Seq
1] 1T
) [ R | e
\Identify Rows & Columns Divide Cells Merge cells ) OCR \%f Cha rt recogn |t|0 N
k
Cell-Based (1111) 7Q| Composite Charts Recognition ] Class:‘.lfcatlon
— / : “-\.‘ e _ [
] ] ] i {eeeee) e “ |,vJ' 'ﬁ’ —$
CICIC R o » 101 ] o ~ : ' RR
(| — v v
O/ | Y Y | T~ _ : _

Cell Detection KeyPoint Detection Cells E HTML / Latex / Markdown Chart Elements Detection Chart and Caption Connect

T —— :F . Axes Tablel
Table recognition - E— SN -

- Axis
e L Correlation Matching Between
| — o Text and Visual Elements |

. . ass1 Ch:c;.'.lﬂlle Ch:;;iTMLe

Legend = S = _‘5 = " 5 % 6% ‘J:] D‘(h

[ =
N J L J

Chart Perception
(o] ((2’3; [ Data Extraction ] )
Mo-g—ol » | (o _ g
B L [ Structure Extraction ] e 81
(.




NL-based data parsing

* Common text pre-processing

* Cleaning (removing words like stopwords, emojis, punctuation, etc.)

* Normalization

original_word stemmed_word

* Lemmatization & stemming

0 trouble troubl
* Tools: Regex, NLTK, spaCy, OpenNLP 1 troubled troubl
2 troubles troubl
3 troublemsome troublemsom

sample = "Hello @gabe flomo @&, I still want us to hit that new sushi spot??? LM
K when you're free cuz I can't go this or next weekend since I'll be swimming!!!
#sushiBros #rawFish #& "

print(pipeline(sample))

# output”
hello still want us hit new sushi spot lmk free cuz cant go next weekend since 1

11 swim"



NL-based data parsing

* Segmentation & tagging

* Some useful applications: detecting title etc.

Y Y2 Y3 - v
( | Par't of Spelech Tagg;er [)

1 I | I |
Janet will back the bill

X, X, Xy i, A

Sentence Segmentation

Hello world. This blog post is about
sentence segmentation. It is not always
easy to determine the end of a sentence.
One difficulty of segmentation is periods
that do not mark the end of a sentence.
An ex. is abbreviations.

\ ¢

« Hello world.

« This blog post is about sentence segmentation.

« Itis not always easy to determine the end of a sentence.

+« One difficulty of segmentation is periods that do not mark the end of a sentence.

« An ex. is abbreviations.



NL-based data parsing

* Segmentation & tagging
* Some useful applications: detecting title etc.

* Name entity recognition
* Person: Steve Jobs
« Company: Apple
* Location: California
* Column names often use entity names

The has claimed responsibility for a suicide bomb blast in the

Tunisian <] capital [EaFlierthiSWeek
an blew himself up in [Tunis woc!

nilitant ~=| wearing




NL-based data parsing

* Segmentation & tagging
* Some useful applications: detecting title etc.

* Person: Steve Jobs

e C : Appl
ompany: Appte The has claimed responsibility for a suicide bomb blast in the

* Location: California
* Column names often use entity names Tunisian’ o< capital [EaFliErk , the 'S
militant ~=| wearing

said on [Tl
* Extraction (column =value) »
« Rule-based an blew himself up in [TURiS .

* RAGs (later)




LLM-based parsing

markdown @ Copy ¥ Edit
# Note 7 - Shareholders’ Equity

* One model for all? ## Dividends

° Large multi-modal models’ e.g.’ GPT-40 The Company declared and paid cash dividends per share during the periods presented as follow:

Note 7 - Shareholders’ Equity . .
Dividends #HE 2017

The Company declared and paid cash dividends per share during the periods presented as follows | Quarter‘ I Dl\fldends Per‘ Shar‘e | Amol_,lnt (j_n mi 11 j_OnS ) |
Dividends Amoun
Per Share (in millionls)
2017 | """"""""" | """"""""""""" | """""""""""""" |
Third quarter $ 063 §$ 3,281 -
Second quarter 0.57 2,988 | Thlrd quar‘ter‘ I $@.63 | $3’281 |
First quarter 0.57 3,042
Total cash dividends declared and paid $ 177§ 9.311 | Second q uarter | $B .57 | $2 ’ 988 |
016 | First quarter | $0.57 | $3,042 |
Fourth quarter s 057§ 3071 | **Total cash dividends declared and paid** | **§1.77%% | #¥gg, 311%* |
Third quarter 057 3,117
Second quarter 0.52 2,879
First quarter 0.52 2,808
Total cash dividends declared and paid $ 218 § 11,965 HiHt 2016

Future dividends are subject to declaration by the Board of Directors.

| Quarter | Dividends Per Share | Amount (in millions) |

Parse into markdown

| Fourth quarter | $8.57 | $3,071 |
| Third quarter | $0.57 | $3,117 |
* Drawbacks: | second quarter | $0.52 | $2,879 |
« Expensive | First quarter | $0.52 | $2,898 |
|

. * % ivi i o *% *% * % %k *
« Hard to instruct Total cash dividends declared and paid** | **$2.18*%* | **3$11,965** |

Future dividends are subject to declaration by the Board of Directors.

ChatGPT-40



LLM-based parsing

e One model for all?

* Large multi-modal models, e.g., GPT-40
* Expensive
* Hard to instruct

 Small Language Models (SLMs)
* Small=cheap

* |nstruction tuned for data parsing
* E.g., ReaderLM-v2 from Jina Al

Raw HTML Raw HTML

IREADER —
Regex/heuristics

Extract main HTML content, removing Readability lib
sidebars, nav bars, header, footer etc.

- Regex/heuristics Reader-LM-0.5b/1.5b
Turndown lib

Convert the main HTML into markdown
Regex/heuristics

HTML2Markdown

ReaderLM-v2
ReaderLM-v2-pro
reader-lm-1.5b

Gemini2-flash-expr

gpt-40-2024-08-06

Qwen2,5-32B-Instruct

Rouge-L (higher is better)

https://jina.ai/news/readerlm-v2-frontier-small-language-model-for-html-to-markdown-and-json



There i1s no free lunch

* No single method can guarantee 100% correct

* Hard to verify

* There are ML/AIl solutions to alleviate these problems
* Human-in-the-loop systems and applications design
* Multi-agent framework to cross validate
* Active learning to reduce annotation
e Synthetic data generation to improve parsing robustness



Overview

» Retrieval Augmented Generation (RAG)
* Vector DBs

» Al agents



Recent vector databases

(%3 Pinecone <{® Milvus N @ chroma

Faiss
Qdrant (g Weaviste g Vespa ClickHouse
o~ B ¢ R
oAl &  ©AlloyDB - té,
O SinqleStore Azure SQL nalyticDB
0 MongoDB. < = red|5
Atlas POStgreSQL databricks

cassandra

a Alipay m» elasticsearch ~ OpenSearch W
' T —



Key operator in vector DBs: vector similarity search

query (e.g., image)

Top-k similar vectors

Billions of vectors




Evolution of vector data(base

1999

(Content-based
information retrieval)

Similarity Search in High Dimensions via Hashing

ARISTIDES GIONIS * PioTr INDYK! RAJEEV MoTwaNT
Department of Computer Science
Stanford University
Stanford, CA 94305

{gionis, indyk,rajeev}@cs.stanford.edu

Locality-sensitive hash

2013
(Embedding)

Efficient Estimation of Word Representations in

Vector Space

Tomas Mikolov
Google Inc., Mountain View, CA
tmikolov@google.com

Greg Corrado
Google Inc., Mountain View, CA

gcorrado@google.com

Kai Chen
Google Inc., Mountain View, CA
kaichenlgoogle.com

Jeffrey Dean
Google Inc., Mountain View, CA
jeff@google.com

2023
(LLM)

Retrieval @ OpenAl

The open-source retrieval plugin enables ChatGPT to access personal or
organizational information sources (with permission). It allows users to
obtain the most relevant document snippets from their data sources, such
as files, notes, emails or public documentation, by asking questions or
expressing needs in natural language.

As an open-source and self-hosted solution, developers can deploy their
own version of the plugin and register it with ChatGPT. The plugin
leverages OpenAl embeddings and allows developers to choose

or indexing
and searching documents. Information sources can be synchronized with
the database using webhooks.




Why are vector DBs challenging?

* Easy to get started, but very challenging to achieve high performance, accuracy,
and efficiency

* Three unique properties that contribute to the challenges of vector DBs
* Property P1: Curse of Dimensionality
* Property P2: Approximation
* Property P3: Advanced Vector Data Analytics ,

Rhone Men's Commuter FAHIZO Men's Dress Mizzen + Rhone Men's Delta Pique  Mizzen + Main Men's

en's
ress S|

Classic Fit Long Sleeve Shirt Regular Fit Casual Performa e hirt  Polo, Breathable, Quick-  Performance Dress Shirt
Dress Shirt, Button Long Sleeve Bamboo Classic Fit - Machine Dry, Cooling Tech Fabric ~ Trim Fit - Machine Wash,
Down, Four-Way Str... Stretch Solid Shirts... Wash, Four-Way St... with GoldF... Four-Way Stret...
8.8 8 ¢ & *ookdokody 472 $118.00 vprime ook Aok oly 33 $138.00 vprime
Cosl‘ $'| 38.00 prime $32.99 prime Prime Try Before You $88.00 Prime Try Before You
Buy Buy
>

Performance Accuracy



Vector indexes (main memory)

* Quantization-based indexes
 E.g., IVF_FLAT, IVF_PQ

* Graph-based indexes
e E.g., NSW, HNSW

* Tree-based indexes

Widely used in
vector DBs

e Hash-based indexes



Quantization

* What’s quantization?
* A way of approximation

* Let’s look at quantization in 1-dimensional space

* Q(x) = Lio‘,wherexis an input value

« input =3, 0(3) = Li()‘ —103] =0
- input=3,Q(91) = || = 9.1] = 9

* Those 99 integers can be quantized into a smaller set of 10
buckets

19;
90,
91,

L. 99 .




Quantization

* What’s quantization in high-dimensional space?
* |t’s basically clustering, e.g., k-means




IVF_FLAT

* Index phase
* Cluster nvectors into K clusters (quantization)
* Centroids: c,...Cy

* Search phase

* Given a query g, find the closest u clusters
based on centroids

* u:user-defined parameter
* Only scan the vectors in the u clusters




IVF_FLAT

* Question: how to quickly compute the similarity between q and a vector v, in
a cluster?

* Naive approach q
* Afor-loop to compute dist(q,v;) ( V; h
* d steps (where d is dimensionality, e.g., d =1000) q
V2

* Better solutions?
* Remember, we know the centroid ¢
* We can pre-compute the distance of dist(c,Vv;) V.

* Then dist(q,v;) = dist(q,c) + dist(c,v;) (approx.)
* Only need 1 step to compute distance for all v,




Compression

* How to reduce the space overhead of IVF_FLAT?
« Compression

* Example
* Youtube-8M data includes 1.4 billion vectors
* Each vector takes 1024 dimensions (each float takes 32 bits)
* 5.6TB space (memory!)

https://dl.acm.org/doi/10.14778/3424573.3424580



https://dl.acm.org/doi/10.14778/3424573.3424580

Compression: basic idea

number
Use L bits (e.g., L = 8)
Think of 1-d quantization

Instead of using 32 bits to represent a float \1

sennsnns

Every float numberis
Every float number in a vector is quantized mapped to [0...255]
into [0...25-1] (8 bits per number)

* The 1.4billion vectors will take 1.4TB space
(if L =8)



Compression: product quantization (PQ)

* How to further reduce the space
overhead?

* Product quantization (PQ)

* Keyidea: compress between multiple
dimensions

* Every vector is partitioned into M
subvectors, e.g.,M=8

* Every subvector is compressed using L
bits (e.g., L =8)




IVF_PQ

e Similar as IVF_FLAT

* Difference is that
* Each cluster applies PQ
* using residual vectors

* Search process is the same

Original vector
N X ATY5) W ) o o

Centroid

Original
L] vectaor
® B
Lo
] P _‘:%\5\4
o
]
L]

Centroid

Residual vector = Original vector - Centroid
(oafosfon] . [ . [-[-[-]-~

Database Vectors

v

Compute
Residuals

v

Residual Vectors

PQ Codebook

Additional steps with
the incorporation of the
inverted file index

PQ Codes
S000000 0 | —
Encode }% — EE %
( oo

Add entry to
Inverted List



Graph-based vector index

* Keyideas
* For each vector, pre-compute the nearest neighbors
* Connectthem using a graph
* Convertvector search problem to graph traversal problem

* Navigable Small Worlds (NSW)

* Add new vertices to the index
* For each new vertex (vector), find the closest m neighbors seen so far and connect with them
* Balance: index construction time & query performance

E G C
| _—
A —

| Yoo




Graph-based vector index

* Hierarchical Navigable Small Worlds (HNSW)
* Skip list + NSW
e Multi-layered NSW

* Address the “bad” entry point issue

* |f the entry point is not selected
properly, the search path is long Layer=1

Layer=2

Decreasing characteristic radius

Layer=0

<

https://arxiv.org/ftp/arxiv/papers/1603/1603.09320.pdf


https://arxiv.org/ftp/arxiv/papers/1603/1603.09320.pdf

Overview

» Retrieval Augmented Generation (RAG)
* Vector DBs

« Al agents



What are future Al applications like?

Generative Agentic
= Generate content like text & image l " Execute complex tasks on behalf of human

Zaharia et al. 2024. The Shift from Models to Compound Al Systems



Examples of agentic Al

= Personal assistants
=  Autonomous robots
= Gaming agents

= Science agents
=  Web agents
=  Software agents

Creative Writing Coach Laundry Buddy

Ask me anything about st
settings, sorting and ever
laundry.

I'm excited to read your work and give
you feedback to improve your skills.

Game Time Tech Advisor

From setting up a printer to
troubleshooting a device, I'm here to
help you step-by-step.

| can quickly explain board games or
card games to players of any skill
level. Let the games begin!

Sticker Whiz The Negotiator

I'll help you advocate fory
get better outcomes. Bec
negotiator.

I'll help turn your wildest dreams into
die-cut stickers, shipped to your door.







Key benefits of agentic Al

Useful Interface
Natural interaction with human agency

Strong Capability

Operate with minimal human intervention

Useful Architecture
Intuitive programming paradigm



Example workflow of agentic Al

What if we prohibit shipping from supplier 1 to roastery 27?

[
e User

@ User Question \LT Final Answer

Repeat until
answering the

user’s question
or timeout



Example workflow of agentic Al

4 User
O from supplier 1 to roastery 2?
_—

What if we prohibit shipping

(Writer nested in Commander, Triggered by User (Safeguard nested in Commander, Triggered by Writer)

n Is the code safe?

What i we prohibit shipping from supplier 1 to roastery 27 “python
l mode_l.o\ddCons‘tr(xL('SuPpher‘l', 'mas’te_ry'l’)] ==

PN

Writer Commander

Optimize a model with 11 rows, 18 columns and 36 nonzeros
Model fingerprint: @x8aa2c280
Variable types: @ continuous, 18 integer (@ binary)
Here are the execution results: Optimization Pr‘ob!em Coefficient statistics:
so[ve_ol. The ol:je_c‘tive, value_ s 24970.0 Matrix range [1e+00, 1e+00]
Objective range [2e+00, le+081]
Bounds range [0e+00, 0e+00]
RHS range [2e+01, 2e+02]
Found heuristic solution: objective 2900.0000000
Presolve time: 0.00s
Presolved: 11 rows, 18 columns, 36 nonzeros
Variable types: @ continuous, 18 integer (@ binary)
Found heuristic solution: objective 2896.0000000

Root relaxation: objective 2.470000e+03, 11 iterations, ©.00 seconds (0.00 work units)

Nodes | Current Node | Objective Bounds | Work
Expl Unexpl | 0Obj Depth IntInf | Incumbent BestBd Gap | It/Node Time

* @ 0 @ 2470.0000000 2470.00000 0.00% 0s

Explored 1 nodes (11 simplex iterations) in ©.00 seconds (0.98 work units)
Thread count was 14 (of 14 available processors)

Solution count 3: 2470 2896 2900



Agentic programming

Handle more complex tasks /

Improve response quality

O
O
O

Improve over natural iteration
Divide & conquer
Grounding & validation

Percentage (%)

100 A

80 1

60

40 1

20 A

98.00%  mmm Multi-GPT3.5

1 Multi-GPT4
[XJ Single-GPT4

XX Single-GPT3.5

78.00%
72.00%

32.00%

Metrics



Agentic programming

= Easy to understand, maintain, extend
o Modular compositon - gl
o Natural human participation ‘

O Fast & creative experimentation / @ \

Writer S;afeg»Ua'rd



Agentic abstraction

Unify models, tools, human for compound Al systems

O0B0C




Multi-agent orchestration

= Static/dynamic omm L

= NL/PL PN

= Context sharing/isolation T ]
* Cooperation/competition E
= (Centralized/decentralized —
= |ntervention/automation @ :Manager

) |
& o




Agentic design patterns

= Conversation
Prompting & reasoning
 Tool use

Planning

» Integrating multiple models,
modalities and memories

How Talk Can Change Your Life

LONVERSATION
S

(
—3
:

THEODORE
ZELDIN



AutoGen: a programming framework for agentic Al

2] i

Initially developed in FLAML (Nov 2022)
Spined off to a standalone repo (October 2023)
Standalone GitHub organization AutoGen-Al (August 2024)

O https://github.com/autogen-ai



https://github.com/autogen-ai
https://github.com/autogen-ai
https://github.com/autogen-ai

Define agents: Get them to talk:
Conversable & Customizable Conversation Programming

Conversableagent  _______  _______.

e oo o - - B o o -

_______________________________________________________________________________

_— T ) . @: @ L @
ey Theon pliBieE) e Cml g |0 (8.
@ @ il eaa L N
I [ I i T - L @
E ! | ! B EDHED ] S S B @

________ Sequential Chat Nested Chat Group Chat Hierarchical Chat
Agent Customization Flexible Conversation Patterns



Simple programming interface

writer = Writer("writer", llm config=llm config)
safeguard = autogen./AssistantAgent("safeguard"”, 1lm config=llm config)
commander = Commander ("commander", 1llm config=llm config)

user = autogen.UserProxyAgent ("user™)

-

writer chat queue = [{"reciplent": writer, "message": writer 1nlit messsage,
"summary method": writer success summary}]
safeguard chat queue = [{"reciplient": safeguard, "message'": safeguard init message,
"max turns'": 1, "summary method": safeguard summary}]
hats(safeguard chat queue, trigger="writer'")
ed chats(writer chat queue, trigger="user")

chat res = user.initiate chat(commander, message="What 1f we prohibit shipping from supplier 1 to roastery 272")



Student Assistant Assistant Retrieval-augmented Retrieval-augmented . &
g @ L, @ User Proxy Assistant 7 : -
i_[%]_i , @ Ask i (.) E (e Plee) :h__(_@;___
expert | . < — - ALFWorld
P L @ :E | G \ Executor
E_@_i o | Assistant G -
rounding
Expert Agent
A1. Math Problem Solving A2. Retrieval-augmented Q&A A3. Decision Making in Embodied Agents
Commander Chess Board
-
(.) ! - |
B 2 1D -
) | / \ @
e D |(Oa) | © a
Human/Al Chess Human/Al Chess
Wiriter Safeguard Player A Player B
A4. Supply-Chain Optimization ~ A5. Dynamic Task Solving with Group Chat AB6. Conversational Chess

For more examples: https://autogen-ai.github.io/autogen/docs/notebooks



https://autogen-ai.github.io/autogen/docs/notebooks
https://autogen-ai.github.io/autogen/docs/notebooks
https://autogen-ai.github.io/autogen/docs/notebooks

Blogpost writing with reflection

writer = autogen.AssistantAgent(
name="Writer",
system_message="You are a writer...",
1lm_config=11m_config,

critic = autogen.AssistantAgent(
name="Critic",
is_termination_msg=lambda x: x.get("content", "").find("TERMINATE") >= 0,
1llm_config=11lm_config,
system_message="You are a critic...",

)

critic.initiate_chat(
recipient=writer,
message=task,
max_turns=2,
summary_method="1last_msg"

S

Two-Agent Reflection

Write o concise but engaging
Blogpog’t about AT Agey\'ts

"\-‘_‘_‘ -
Discover the power of AL with )
agentic workflow! ... writer

2]

critic

The Blogpo&'t can be improVe,d lx/ inc[uo!ing
some specific examples or use cases...

/

_—
Z

Explore_ the transformative power of
AL wodels with agentic workFlow
with the 'Po“owinﬁ use caes.



Blogpost writing with advanced reflection

ritic.register_nested_chats(
-+ -review_chats,
-+ - -trigger=writer,

)

critic.initiate_chat(
recipient=writer,
message=task,
max_turns=2,
summary_method="1last_msg"

Write o concise but e_nsa\sins

l:logpos't about AL Agen'ts
v .
’ (. ) O

» . -
. - Discover the power of AL with .
register_nested_chat critic agentic workMlow! ... writer

a sequential chat among a list of of reviewers nested in the critic
B

”

Review the F‘o“owins content ...
< Ove,r‘a“, the SEO Reviewer sugge.sts

- -
the [e.gox[ reviewer Sugge.sts
In c:onc.[us'ion, it is essential to ...

= As o SEO reviewer,
SEO Reviewer here are my suggestions: ...

Review the Pn“omn? content ...

@ <
~

- - Exp[ore the transformative power of

AL wodels with agentic workflow

with AutoGen on the Po“owing use cases

Legal Reviewer
Review the po“owimg content ...
-

— ~
/

-
Ethics Reviewer

Summanrize all tThe reviews ...
e ——
-

R Overal[, the SEO Reviewer suggests ..,
Meta Reviewer 1. legal reviewer suggests...
In c_onc_lusim, -

Nested Chat




Complex task planning and solving with group chat

Manager

Alice  UserProxy Bob

Bob Manager

3. Broadcast
2. Ask the Speaker to Respond



Complex task planning and solving with group chat

def state_transition(last_speaker, groupchat):

StateFlow - Build State-Driven TR = el
Workflows With Customized if last_speaker is initializer:

Speaker SeIeCtion in return coder
1lif last_speaker is coder:
GroupChat )

February 29, 2024 - 7 min read

return executor
Viran W elif last_speaker is executor:
iran wu
:; if messages[-1]["content"] == "exitcode: 1":

PhD student at Pennsylvania State University

TL;DR: Introduce Stateflow, a task-solving paradigm that conceptualizes complex task-solving

return coder

processes backed by LLMs as state machines. Introduce how to use GroupChat to realize such

an idea with a customized speaker selection function. else:

return scientist
elif last_speaker == "Scientist":

_ [ Retrieve | Success [ Research - ASLIF LB
- C->E R i

groupchat = autogen.GroupChat(

Error

C: Coder agents=[initializer, coder, executor, scientistl],
E: Code Executor messages=|[],
R: Research

max_round=20,
Ispeake r_selection_method=state_transition,

)



Other multi-agent systems

Develop a
Gomoku game oo

gomoku

»"\

Software

ChatDev

Many solutions are more application/software engineering

Boss

+BossRequirement

oriented. Lots research opportunities like

Result interpretability and controllability
Scalability
Some guarantee & trustworthy Al

Collaboration among RL- and LLM- agents

SoftwareCompany

+Investment
+ldea
+Environment

Y

. ProjectManager
Architect J g Engiheer

ProductManager ) . +WriteTasks £ QA

+WriteDesign ; :

. . . +AssignTask +WriteCode .
+WritePRD +ReviseDesign . . +WriteTests
. . +ReviewPRD +ReviewCode
+RevisePRD +ReviewPRD : ; +RunTests
. +ReviewDesign +DebugCode
+ReviewCode :
+ReviewCode
MetaGPT




What are you researching?

Deep Research

+ @ Search Q‘ Deep research @ Create image see QJ 0

* We will have Bruce Yang from Agnes Al to talk about deep research in
action next week.

Deep Research in 6 Steps
(1 (2 (3 (4 (5 (6
Understand  Plan Execute  Evaluate Generate Provide

your query research searches findings report citations

* Reading

* Try out deep research from Gemini, OpenAl and Agnes Al, pick a topic you like,
and compare them

* Send itto TA through Canvas message
* You can use Deep Research to research on Deep Research



Logistics
* HW3

* Project mid-term report
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